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Abstract 

With technology, a lot of data is formed in digital environments. One of the areas with intensive data is educational data sets. By 

analyzing educational data sets, students' situatiokjgjjööÖns can be predicted by foreseeing. In this way, students can be assisted by 

anticipating situations such as drop-out due to failure. Educational institutions can take measures to prevent such dropouts and reduce 

student drop-out. Thus, financial losses of students and educational institutions can be prevented. In this study, the data of five 

separate associate degree students who were enrolled in Amasya University Distance Education Center in 2016-2017 were used. 

These are associate degree programs in child development, medical documentation and secretarial, electricity, mechatronics, and 

internet and network technologies. It was estimated whether the students could graduate or not at the end of the IV. Semester with 

looking at their I. and II. semester course notes. These data were analyzed by k nearest neighbor (K-NN) and KStar algorithms. Some 

of the data were obtained from the distance education center as imbalanced data due to the low number of students. In Educational 

Data Mining, researchers usually overlook the balance of the distribution on a dataset. Unbalanced data can seriously affect the 

success of classification. Synthetic minority oversampling technique (SMOTE) method was applied to these unbalanced data and how 

it affected the success of classification was examined. First, the raw data were analyzed with K-nearest neighbors classifier and KStar 

classifier. In this study, the analysis results of these five chapters are given in tables and comparatively. In this study, it has been seen 

that SMOTE oversampling method increase the classification success. In areas where unstable data such as educational data mining 

may exist, higher classification accuracy can be achieved with the help of different oversampling methods. 

 

Keywords: Oversampling method, Educational datamining, distance educational, resampling, imbalanced class  

1. Introduction 

Interesting and useful information can be obtained by analyzing large amounts of data. Analysis of these data, which can be 

boring for most of the humans, is the main subject of data mining. Data mining draws the attention of scientists in recent years. Data 

mining is successfully applied in many fields today, such as finance, marketing, banking, insurance, and healthcare (Ginsberg et al., 

2009). One of the other areas which it is successfully used in is education. Lots of data stacks up about students in education 

institutions. Methods such as classification, clustering and association rules are used in order to identify students’ their interests and 

tendencies, cluster them according to their achievements and interests, present learning contents automatically and reveal 

misconceptions (Güldal ve Çakıcı, 2017; Peña-Ayala, 2013). Educational data mining contributes to understanding the students' 

learning styles, and also enables data-driven decision-making to develop existing educational practices and learning materials (Öztürk, 

2018). Additionally, the results of data mining analysis will improve the quality of education. There are many studies in literature 
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about education field. Most of these studies were about student behaviour or success (Aydemir, 2019). İnreased education quality will 

bring well-educated individuals and well-educated individuals will bring a well- developed society. 

Collecting educational data may not always be easy. It can sometimes take a long time. Lack of sufficient data due to lack of 

students in the department or having a few data left after clearing the outliers may force us to work with imbalanced data sets., 

working with unstable data sets often adversely affects the performance of many machine learning methods, classification in 

particular (Pristyanto et al., 2018). 

In this study, data of associate’s degree students of five different departments who enrolled Amasya University Distance Learning 

Center in 2016-2017, were used. Some of these departments having a few students resulted with imbalanced data sets. In order to 

decrease this imbalance, Synthetic Minority Oversampling Technique (SMOTE) was used and the change in classification reliability 

was analyzed.  

2. Material and Method 

2.1. Data Collection and Preprocessing 

Data used in this study consist of the information gathered from the sudents of five different associate’s degree departments of 

Amasya University. The data of the students who enrolled in 2016-2017 and revieved distance education in associate 

degreedepartments of Child Development, Medical Documentation and Secretariat, Electrics, Mechatronics, and Internet and Network 

Technology were used. The data set attributes are given in Table 1. 

Table 1. Dataset attributes 

Attributes Attribute Characteristics 

Age Numeric 

Gender Numeric (0 – female, 1-Male) 

Lesson 1 Numeric (0-100) 

Lesson 2 Numeric (0-100) 

Lesson 3 Numeric (0-100) 

Lesson 4 Numeric (0-100) 

Lesson 5 Numeric (0-100) 

Lesson 6 Numeric (0-100) 

Lesson 7 Numeric (0-100) 

Lesson 8 

Lesson 9 

Numeric (0-100) 

Numeric (0-100) 

Lesson 10  Numeric (0-100) 

Lesson 11 Numeric (0-100) 

Lesson 12 Numeric (0-100) 

Graduation status Class (0-No,1-Yes) 

 

Age, gender, and marks of first and second semester courses are included as attributes in the dataset. The number of courses may 

vary according to departments. Moreover, information of whether or not associate degree students have graduated in 2 years (on time) 

is also included in the data set. 

Missing data in the data set were excluded as data preprocessing. Some students were exempt from some courses and so they did 

not have any marks for them. Some courses were excluded from the dataset for this reason. Removing the unnecessary and missing 

data had led to a decrease in the number of samples and thus an imbalanced database. 

2.2. SMOTE algorithm 

Synthetic Minority over-sampling Tecnique (SMOTE) is one of the oversampling methods and was recommended by Chawla et 

al.  It is used to deal with imbalaced problems in machine learning (Ge ve ark, 2017; Tallo et al., 2018). 

The basis of SMOTE alghoritm is to synthesise minority samples and decrease the imbalance in data set. The SMOTE algorithm 

performs linear interpolation, especially in minority class samples that are close to each other. The SMOTE algorithm searches for the 

nearest neighboring samples for each sample in the minority class (Zeng ve ark. 2016). New samples are produced for each of the 

original minority samples. Then, interpolation is carried out between the original minority class samples and neighboring samples 

yapmaktır (Han et al., 2005; Bunkhumpornpat et al., 2009). 

2.3. Kstar algorithm 
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K-star alghoritm is one of the sample based classifications. This alghoritm is used for determining the distance or similarity 

between two dots. Unlike the other sample based learning methods, entropic based distance function is used (Sultana et al., 2016; 

Kalıpsız ve Cihan, 2015).  The K-star algorithm takes Kolmogorov distance as the shortest distance between two features (Kalıpsız ve 

Cihan, 2015; Çölkesen ve Kavzoğlu, 2011). 

 

 

2.4. K-nearest neighbors (KNN) algorithm 

This method is used for determining the class of a new observation, which will be added to the sample, using a sample cluster 

observation value whose class is specified. These algorithms use a range of field specific distance functions to find a single sample 

that most closely resembles the training data. Found sample is used to classify a new sample. The nearest neighbor algorithm is based 

on calculating the distances of each pixel in the training data to one pixel in the test data whose attribute value is unknown, and 

selecting the k number of observations with the closest distance. Euclidean distance is used. The formula of euclidean distance is 

given below (Çölkesen and Kavzoğlu, 2011): 

 

        𝑑(𝑖, 𝑗) = √∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘)
2𝑝

𝑘=1                (1) 

2.5. Performance measurment 

After applying classification alghoritm to a new data, the result is placed in one of the four groups given in Table 2, according to 

the values of predicted class and true class. They are: 

TP: True Positive 

TN: True Negative 

FP: False Positive 

FN: False Negavtive 

Table 2. Confusion Matrix for Two-Class problem 

 Predicted Positive Predicted Negative 

Positive TP FN 

Negative FP TN 

 

The equation of accuracy according to the table is given below. Accuracy is used in order to evaluate the results of the alghoritms 

used in this study. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
               (2) 

 

3. Results and Discussion  

Analysis of this study is carried out using weka software. Initially SMOTE was applied and analysis were done to 5 different data 

sets, using Kstar and K-NN alghoritms. It was predicted whether the sudents will graduate on time or not. 10-fold cross validation was 

applied. SMOTE oversampling was used for imbalanced data in the raw data sets and after that K star and K-NN alghoritms were 

used again for analysis. Data set characteristics for each associate degree programme are given in Table 3. 

 

Table 3. Data set characteristics used in this work 

Dataset Name 
Total Instance Number of Minority Number of Majority Number of 

Attributes 

Electrics 24 8 16 13 

Mechatronics 49 19 30 13 

Internet and Network 

Technologies 

20 5 15 13 
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Child Development 110 27 83 17 

Medical Documentation and 

Secreteriat 

96 35 61 19 

 

Study consists data of 5 different associate degree programmes. Child development had the highest student count with 110 samples. It 

was followed by Medical Documentation and Secreteriat programme with 96 students. Electrics, Mechatronics, and Internet and 

Network Technologies programmes had fewer students, thus imbalanced data sets. Departments had different counts of courses, so 

different counts of attributes. The results of Kstar and K-NN alghoritms applied before SMOTE oversampling is given in Table 4. 

 

Table 4. The Performance of 2 classifiers without SMOTE 

Dataset Name Kstar (Accuracy) K-NN (Accuracy) 

Electrics 87.5 87.5 

Mechatronics 77.55 77.55 

Internet and Network 

Technologies 

60 70 

Child Development 81.81 86.36 

Medical Documentation and 

Secreteriat 

77.08 78.12 

 

The results given in Table 4 shows us that K-NN alghoritm worked well with imbalanced data sets in terms of classification accuracy. 

The results afterapplication of MOTE oversampling to the imbalanced data sets are given in Table 5. 

 

Table 5. The performance of 2 classifiers with SMOTE 

Dataset Name Kstar (Accuracy) K-NN (Accuracy) 

Electrics 90.24 93.25 

Mechatronics 83.82 92.64 

Internet and Network 

Technologies 

64 72 

Child Development 89.78 91.24 

Medical Documentation and 

Secreteriat 

83.20 90.07 

 

It is clear from the Table 5 that application of SMOTE oversampling method to data sets increased classification accuracy in all 

of the associate degree programmes. For Electrics programme: accuracy values increased from 87.5% to 90.24% for Kstar alghoritm 

and from 87.5% to 93.25% for K-NN alghoritm. For Mechatronics programme: accuracy values increased from 77.55% to 83.82% for 

Kstar alghoritm and from 77.55% to 93.25% for K-NN alghoritm. For Internet and Network Technologies programme: accuracy 

values increased from 60% to 64% for Kstar alghoritm and from 70% to 72% for K-NN alghoritm. For Child Development 

programme: accuracy values increased from 81.81% to 89.78% for Kstar alghoritm and from 86.36% to 91.24% for K-NN alghoritm. 

For Medical Documentation and Secreteriat programme:  accuracy values increased from 77.08% to 83.20% for Kstar alghoritm and 

from 78.12% to 90.07% for K-NN alghoritm. Moreover, It should be indicated that K-NN alghoritm resulted with higher accuracy 

values than Kstar alghoritm, in this study. 

4. Conclusions and Recommendations 

It is important to warn students and their parents about the probability of not graduating on time and give them academic 

counselling. Student drop outs cause losses for both the institutions and the individuals, morally and financially.  

In this paper, it was predicted whether the students who attended distance education programmes could graduate on time or not. 

Difficulties such as low student count and having limited data led us to work with imbalanced data sets. In order to prevent 

imbalanced data distribution, SMOTE method which is one of the oversampling methods, was used and prediction accuracies were 

increased this way. 



European Journal of Science and Technology 

 

e-ISSN: 2148-2683  489 

Student failiures or drop-outs can be prevented with on time counselling for students and/or their parents, with the help of 

applications like this which were derived from educational data. And losses of individuals and/or institutions can be lowered, this way.  

Classification accuracy can be inreased using oversampling methods like SMOTE, while working in fields which have missing or 

insufficient data. 
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