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Abstract

Advanced Persistent Threat (APT) has become the concern of many enterprise networks. APT can remain unde- tected for a long time
span and lead to undesirable consequences such as stealing of sensitive data, broken workflow, and so on. APTs often use evasion
techniques to avoid being detected by security systems like Intrusion Detection System (IDS), Security Event Information Management
(SIEMs) or firewalls. Also, it makes it difficult to detect the root cause with forensic analysis. Therefore, companies try to identify
APTs by defining rules on their IDS. However, besides the time and effort needed to iteratively refine those rules, new attacks
cannot be detected. In this paper, we propose a framework to detect and conduct forensic analysis for APTs in HTTP and SMTP traffic.
At the heart of the proposed framework is the detection algorithm that is driven by unsupervised machine learning. Experimental results
on public datasets demonstrate the effectiveness of the proposed framework with more than 80% detection rate and with less than 5%
false-positive rate.
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1. Introduction

An Advanced Persistent Threat (APT) is an organized cyber
attack by a group of skilled, sophisticated threat actors. [1] [2].
Attackers plan their mission carefully against strategic targets
and execute out over a long time window. APTs are highly
sophisticated compound attacks involving multiple phases with
diverse techniques with zero-day exploits and malware. APT
campaigns tend to involve multiple attack vectors as well as
multiple access points. Thus, APT attacks are difficult to be
identified [3] [4]. Since APTs target critical companies and
other governmental organizations, they constitute one of the
most serious security challenges [5].

APT exploits a variety of tactics and techniques and a large
library of custom and open-source malware. It actually utilizes
13 different tactics defined by MITRE ATT&CK. This includes:
reconnaissance, resource development, initial Access,
execution, persistence, privilege escalation, credential access,
discovery, lateral movement, defense evasion, command and
control, collection, and exfiltration. To achieve their objectives,
APT attackers use one or more techniques. For instance, APT38
is a North Korean state-sponsored threat group that specializes
in financial cyber operations; it has been attributed to the
reconnaissance general bureau. Active since at least 2014,
APT38 has targeted banks, financial institutions, casinos,
cryptocurrency exchanges, SWIFT system endpoints, and
ATMs in at least 38 countries worldwide [6].

APTs are detected and prevented in many ways. The most
common software or hardware are Security Event Information
Management (SEIM) and Intrusion Detection System (IDS).
However, when both the APT traffic is indistinguishable from
the normal traffic, it becomes extremely difficult to detect such
attacks. Furthermore, exploiting evasive techniques allow APT
attacks to easily bypass the detection systems [7] [8]. Therefore,
exploiting adaptive detection techniques reinforced with deep
inspection might be inevitable to properly equip different
enterprises with effective detection techniques against APT
attacks [9].

HTTP and SMTP malicious traffic are the most common and
annoying types of APT attacks. These malicious traffics
analogous to genuine SMTP and HTTP traffic. They use the
same TCP port 80 for HTTP and 25 for SMTP and respect the
SMTP and HTTP messages structure [10] [11]. Thus, detecting
such malicious traffic cannot be conducted with simple analysis
of ports numbers or thorough inspection of the packet structure.
A deep analysis is required to assess the behavior of the entities
by combining multiple information such as the number of bytes
exchanged, the duration, the time the message was sent, the time
the message takes to response, and other related information.

These days most organizations use SEIMs to oversee oc-
casion logs and safeguard their organization from assaults.
Nonetheless, composing discovery rules in SIEMs while con-
sidering countless measures is no longer imaginable. It raises a

e-ISSN: 2148-2683

concern about the acceptable threshold value to tag a traffic
instance as malicious or not. APTs are being executed by gifted
assailants, whereas the rate of attacks is controlled to stay
undetected for sufficiently long time period.

Machine learning techniques can be effectively exploited in
such a complex detection task. There exists two classes of
machine learning techniques: supervised and unsupervised
methods. Supervised learning (SL) is practiced through feed-
ing the system with a set of input-output examples to infer the
needed function for classification. In supervised learning, each
example in the training set is a pair consisting of an input vector
and the desired output vector [12]. Nonetheless, this approach
has two downsides in APT detection application. In the first
place, the presentation of the algorithm relies exhaustive
preparation of the dataset. An algorithm prepared with a
particular arrangement of danger methods probably will not
recognize a zero-day attack. An algorithm trained to recognize
authentic traffic will be well specific for the association where
the preparation dataset has been captured or caught. The
subsequent issue is related to the expense of labeling datasets.
Countless picture datasets exist because label pictures do not
need explicit abilities. In the case of network security, the
context is different. Labeling network security traffic must be
performed by security specialists, which infers a dramatic
expansion to the cost of this undertaking. Unsupervised
machine learning algorithms, on the other hand, infer patterns
from a dataset without reference to known, or labeled, outcomes
and do not need any training [13]. This consequently resolves
the two aforementioned drawbacks. However, for the
unsupervised class, it is difficult to have the same result and the
same accuracy as the supervised method or algorithm achieves.

In this paper, we propose a framework to detect APT attacks
for both HTTP and SMTP traffic. We used Splunk which is
SIEM to help us to analyze the data and to analyze the collection
log from different sources, also, the reason that we used Splunk
is that Splunk has the machine learning toolkit that helps us to
test our chosen algorithm.

This paper will propose a comprehensive framework driven
by unsupervised machine learning detection algorithm, to
identify APT attacks for both HTTP and SMTP traffic. Our
contributions are summarized as following: an unsupervised
machine learning technique, we focus on HTTP and SMTP
traffic. The obtained results are further analyzed to conduct
forensic analysis. Our contributions are summarized as follows:

e We propose a framework, driven by unsupervised
ma- chine learning algorithms to detect abnormal
traffic for both HTTP and SMTP packets, through
dynamically identifying the lower band, upper band,
and outliers with proper choice of statistical
measures.
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e Three types of unsupervised machine learning
algorithms are compared and evaluated in terms of
Detection Rate (DR) and False Positive Rate (FPR).

e  Combination of different algorithms are tested and
evaluated for further enhancement of the results.

e The obtained results are further analyzd to do
foreonesic analysis and obtain the attack vector as
well as the targeted machines.

The rest of the article is as follows. First, we present the
related work. Then, we introduce a background for machine
learning algorithms and APT in section 3. Section 4 describes
our proposed algorithm, the dataset, and the comparison of the
three unsupervised algorithms. Then we present in section 5 the
experimental result and the attack scenario after forensic
analysis. Finally, section 6 concludes the article.

2. Related Work

Several techniques have been proposed in the literature to
detect generic network intrusions as well as abnormal HTTP
and SMTP traffic. This has been conducted using both
supervised and unsupervised machine learning.

Leon et al. introduced in [14] a way to deal with anomaly
detection based on Unsupervised Niche Clustering (UNC).The
UNC is a hereditary niching strategy for clustering, which can
decide the number of clusters automatically. The creators
describe each predicted cluster using a fuzzy membership
function. Also, they utilize the Maximal Density Estimator
(MDE) refinement to work on the nature of the arrangement and
Principal Component Analysis (PCA) to reduce the complexity
of the dataset and further improve the exhibition of the proposed
approach. The model has been tested on a public dataset and has
shown a detection rate of 99.2% with false alarm rate of 2.2%.

Ibrahim Ghafir et al. proposed in [15] a novel machine
learning-based system, namely MLAPT, to detect and predict
APT attacks in a holistic approach. The MLAPT consists of
three main phases: threat detection, alert correlation, and attack
prediction. The MLAPT is able to predict APT in its early steps
with a prediction accuracy of 84.8%.

Cho Do Xuan has exploited machine learning to propose a
method of detecting APT attacks based on abnormal behaviors
of network traffic [16]. In this work, two components are
defined: Domain and IP of the abnormal behavior of APT
attacks in network traffic. Then, these behaviors are esteemed
and classified based on the Random Forest classification
algorithm to conclude the behavior of APT attacks.

Thi Quynh Nguyen et al. made a comparison of the perfor-
mance of four unsupervised machine-learning algorithms [17]:
K-means, Gaussian Mixture Model (GMM), Density-Based
Spatial Clustering of Applications with Noise (DBSCAN), and
Local Outlier Factor (LOF) on the Boss of the SOC Dataset
Version 1 (Botsv1). Then they present a technique that merges
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DBSCAN and K Nearest Neighbor (KNN) to gain 100%
detection rate and between 1.6% to 2.3% false-positive rate.

In the work publised in [18], the authors introduced a semi-
unsupervised anomaly detection method. They made
assumption that during the learning phase (for the captured
volume of HTTP traffic), Only a small fraction of the samples
is labeled. Their experiments show that the proposed method
achieves ratios of true positive and false positive errors below
1%.

Feature selection techniques have been exploited to analyze
phishing datasets in the work published in [19]. In this context,
information gain, gain ratio, Relief-F, and Recursive Feature
Elimination (RFE) for feature selection have been utilized with
the aid of diverse machine learning algorithms. The highest
scoring classifiers have been then combined to improve the
classification accuracy which has reached up to 97.4%.

Although abnormal HTTP and SMTP detection works
achieve good detection results, some of them use supervised
learning approaches and thus, require a training dataset which
is expected to fail in detected zero-day attacks. Although some
other approaches have utilized unsupervised ML, they have
been applied to small datasets. The adaptation of such
approaches on a wider scale is mandatory with the increasing
number of APT attacks. Furthermore, most of the core fields
those approaches inspect might result in high false positive rate
if there are multiple servers in the network, since the proposed
classifiers do not distinguish user traffic from the server traffic.
Therefore, we propose in this paper a behavioral analysis
approach based on probabilistic and distributed statistic
algorithms for detecting malicious HTTP and SMTP traffic. We
evaluate our proposed approach on public datasets: Botsvl and
Botsv2 datasets of Splunk project.

3. Background

Although translating the aforementioned MITRE ATT&CK
tactics into a set of detection rules to be fed into an Intrusion
Detection System (IDS) is possible, writing such rules is a very
exhaustive as it needs building many highly composite
indicators of compromise.

3.1. Advanced Persistent Threats (APTs)

APT attacks mainly aim to mine highly sensitive data through
silently establishing a long term presence in a network. APTs
generally target businesses and governments with exploiting
sophisticated malware [20]. For instance, when studying
APT38, the attacker has conducted spearphishing campaigns
using malicious email attachments with SMTP protocol.
Moreover, the attackers in the APT group encrypt most of their
traffic with SSL to hide malicious traffic inside authorized
network traffic. After the attacker gets into the network, APT38
has used brute force techniques over HTTP traffic to attempt
account access when passwords are unknown or when password
hashes are unavailable. Thereafter, APT38 has used a backdoor
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with the capability to download and upload files to and from a
victim’s machine.

Over the years, APT groups have targeted traditional finan-
cial institutions, making the targeting of SWIFT systems their
specialty. The group targets are geographically diverse, with
financial institutions in Africa, Southeast Asia, India, and Latin
America [6].

3.2. Machine Learning

As explained before, applying supervised learning algo-
rithms for detecting malicious network traffic raises issues due
to the exhaustivity of the training dataset and high labelling
cost. There exist, however, many unsupervised anomaly
detection algorithms. The core motivation of using
unsupervised ML algorithms in this work is to dynamically
define the thresholds needed to distinguish malicious traffic
from the normal traffic. Otherwise, a threshold has to be set
manually, which is more likely to increase the rate of false
positives.

In this paper, we utilize two categories of unsupervised ML
algorithms to detect APT attacks: Probabilistic-based
algorithms and outlier detection- based algorithms.

3.1.1. Probabilistic-based ML Algorithm

This algorithm identifies anomalous events by computing a
probability for each event and then detecting unusually
small probabilities. The probability is defined as the product
of the frequencies of each individual field value in the
event. Each data item is treated based on its type as
following :

e For categorical fields, the frequency of a value x
represents the number of times x occurs divided by
the total number of events.

e For numerical fields, we first build a histogram for
all the values, then compute the frequency of a
value x as the size of the bin in the resultant
histogram that contains X divided by the number
of events.

3.1.2. Outlier Detection-based ML Algorithm

This algorithm determines values that appear to be

extraordinarily higher or lower than the rest of the data.

Identified outliers are indicative of interesting, unusual, and

possibly dangerous events. This algorithm is compatible

with two statistical measurements: Standard deviation and

Median absolute deviation.

When a situation violates the expectations for a parameter,

it results in an outlier. The steps for utilizing this algorithm

is as following [13]:

- Select a numeric field to analyze in the packet.

- Select a statistical measurement to detect outliers. The
proper metric is selected based on the distribution of the
data to be analyzed as follows:

— Standard Deviation : This method is appropriate If
the data exhibits a normal distribution. Since the

e-ISSN: 2148-2683

standard deviation method centers on the mean,
it is more impacted by outliers.
— Median Absolute Deviation : This method applies
a stricter interpretation of outliers than standard
deviation because the measurement centers on the
median and uses Median Absolute Deviation
(MAD) instead of standard deviation.
- Specify the threshold multiplier to identify the outlier
envelop.

4. Proposed Approach

The proposed framework for detecting abnormal HTTP and
SMTP traffic is driven by two hypotheses, as published in [17]:
First, APTs are higky complex attacks perpetrated by experts of
highly skilled attackers whose objective is to stay undetected
for an extended period of times. Thus, most of the network
traffic is genuine. The traffic corresponding to attacks is
assumed to be very low (e.g., less than 3% of the traffic at
maximum). In other words, if the malicious traffic rate exceeds
this presumed rate, it is assumed that traditional detection
systems are capable of detecting it. The second hypothesis is
related to detecting anomalies without previous knowledge of
the network and the traffic. This is translated in the form of
detecting outliers. Consequently, the network traffic must be
preprocessed to separate the different network services (DNS,
HTTP(S), SMTP(S), etc.) before applying outlier detection.

Accodingly, our detection framework is summarized as
following (shown in Fig. 1):

1) Categorize the network traffic by service.

2) For each service, apply unsupervised machine learning
to detect abnormal traffic. In this context, three
algorithms are evaluated: Histogram (probabilistic-
based), standard deviation, and medium absolute
deviation (outlier-detection based) algorithms (see Fig.
2).

3) Post-analyze the detected values to determine the in-
fected machine and predict the detailed scenario for
forensic analysis.

4.1 Chosen Dataset

Both experimentation and the evaluation have been con-
ducted using Botsvl and Botsv2 datasets from Splunk
project [21] [22]. Both datasets are public. Botsvl dataset
contains HTTP-based execution and reconnaissance. On the
other hand, Botsv2 contains SMTP-based spear-phishing
email or initial access. Thus, our goal for the first dataset is
to detect abnormal HT TP traffic which may carry executing
and privi- lege escalation data. For the external scenario.
Regarding the second version of the dataset, our goal isto
detect SMTP traffic which may carry initial access. In this
context, it is important to mention that both datasets contain
evidence captured during actual computer security
incidents, or from realistic lab recreations of security
incidents. Both datasets consist of two parts: The original
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dataset containing all data, and a much smaller version of
the original dataset containing only attack data. The original
dataset is available in several formats: compressed, several
JSON files by source type, and several CSV files by source
type (such as stream: DNS, stream: HTTP, stream: SMTP,
etc).

Detection algorithm

4

Analysis

.

Forensics analysis

Fig. 1. Proposed Framework

Filtering by

Detect outlier

(Dﬁgwﬁi‘:‘[e-rp (based on Machine
SMTP) Learning)

Fig. 2. Detection Algorithm.
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4.2 Data Preparation

We deal with the datasets as an index, so we compare the
original dataset, which contains the normal data with attacker
data, and with the attacker dataset to choose the interesting
field that changes between the two datasets. The fields of
interest are: source IP, destination IP, number of bytes in,
number of bytes on, client round trip time (rtt), response
acknowledgment time, and the packet size.

After selecting and preparing the features, we label the Botsv -
HTTP dataset using the HTTP-attack logs that allow us to
determine which connection is abnormal. The resulting labeled
dataset contains 40,035 genuine HTTP connections and 23,435
attack connections. Similarly, we label the Botsv2- SMTP
dataset using the SMTP-attack logs that allow us to determine
which connection is abnormal. The resulting labeled dataset
contains 790,683 genuine SMTP connections and 560,726
attack connections. As we conclude here, at the beginning of the
APT group, the first stage will take more than 40% of the traffic.
Furthermore, it will be easier than using Command & Control
(C& C) server to determine the root cause at first in forensic
analysis because if the attacker starts C&C, the mission will be
hard to detect it using the all dataset as one bulk.

4.3 Detection Algorithm

The second step of our methodology consists of applying
unsupervised ML detection algorithms to identify abnormal
traffic. As mentioned before, we apply three algorithms,
namely, standard deviation, medium absolute deviation, and
histogram.

Once the volume of the fields of interest is obtained for
both HTTP and SMTP datasets, we calculate the lower-
bound and the upper-bound for standard deviation and
medium absolute deviation algorithms. Regarding the
histogram algorithm, the summation for each interest
feature is computed. For each field of interest, any value
outside the lower and upper bounds of the used statistical
measure is tagged as an outlier. We use Detection Rate (DR)
and the False Positive Rate (FPR) to evaluate the
performance of the algorithms. The detection rate is the
number of attacks detected by the system divided by the
number of attacks in the dataset. The false positive rate is
the number of normal connections that are mis-classified as
attacks divided by the number of normal connections in the
dataset. As consequence, a good algorithm should achieve
a high DR value while keeping the FPR low.

4.4 Forensic Analysis

Once the malicious packets are detected by the ML al-
gorithm, each packet is deeply inspected to envision the the
scenario of the attack. Such analysis is insightful in deciding
whether the attack is internal or external. Furthermore, the
source machine for attacks with its intended victims are
identified.
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5. Experimental Results

All experiments have been conducted using Splunk. First, we
try each of the aforementioned fields in the packet to identify
the most influencing fields on the classification outcome. So,
we found that the volume of client Rount Trip Time (RTT) ,
response acknowledgement time, and volume of bytes are the
core fields to input to the detection algorithm.

5.1 Comparison between ML Algorithms

Table I displays the abnormal HTTP connection of the three
algorithms for the dataset. For the Botsvl dataset, medium
absolute deviation yields poor results with DR value of 74%
and the FPR of 70%. The DR of the histogram yields better
which is 81.3%, and the FPR is about 3%. Regarding, the
standard deviation, both DR and FPR are the best result for that
dataset, with DR being 90% and FPR being 2.5%. Those
results are argued in twofold: (1) The volume of the first
dataset is relatively small. (2) The packet size of HTTP is
relatively small if compared with SMTP. Consequently, the
standard deviation algorithm outperforms others in detecting
abnormal traffic.

Table I: DR and FDR Comparison for HTTP

Algorithm DR FPR
Histogram 81.3% 3%
Standard Deviation 90% 2%
Median Absolute Deviation 74% 33.4%
Histogram & Standard Deviation 100% 1.7%

In the next step, we try to make a combination of two
algorithms to improve the result, which are histogram and
standard deviation. Firstly, we calculate the standard deviation,
and the output result is inputted to the Histogram. This
combination achieves high DR which is 100%, and FPR 1.7%,
which is an acceptable value. However, the accuracy of those
results is not 100% because the dataset is relatively small.

Figure 3 shows the statistics for the combination algorithm
(histogram and standard deviation) when applied to HTTP
traffic with the volume of the chosen fields. Also, we indicate
whether the traffic is considered to be an outlier or not.

In Botsvl dataset, it is easy to determine the infected host
using the volume of bytes. However, if there are multiple
servers, a dramatic increase in the FBR is expected. We solve
the multiple server problem by making classification between
server and client, by choosing client RTT to make sure that the
connection does not start from the server because if the
connection starts from it, this means the server is already
compromised.

To validate the effectiveness of the algorithms being tested,
we use Botsv2 dataset to get a more exact accuracy. Table 11
displays the abnormal SMTP connection of the three
algorithms and the combination of histogram and standard
deviation for the dataset. So after applying the histogram and
Standard deviation algorithm, the DR is found to be 79%, and
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the FPR is about 4%. We assume that the reason for this
relative degradation in the result is the massive size of traffic.
However, the median absolute deviation algorithm
outperforms others with 96% DR and 1.2% FPR. Clearly, this
algorithm progosses well for massive traffic.

Fig. 4 displays the statistics for median absolute deviation
algorithm when applied to SMTP traffic (Botsv2 dataset).
Notice that the detected outliers are tagged when a value of 1
is assigned for the Boolean variable is outlier.

We conclude that the reason for the obtained results is
attributed to the size of the input data. If we need to obtain high
DR with low FPR for a relatively small amount of traffic, a
combination of histogram and standard deviation algorithms is
utilized. However, median absolute deviation is recommended
for massive amount of traffic.

Table I1: DR and FDR Comparison for SMTP

Algorithm DR FPR
Histogram 77% 10%

Standard Deviation 78% 12.4%
Median Absolute Deviation 96% 1.2%
Histogram & Standard Deviation 79% 4%

5.2 Forensic Analysis

After using the proper machine-learning algorithm, we
analyze APT attacks for datasets and show how machine
learning helps us envision the scenario more quickly than the
traditional way. For the Botsv1 dataset, after analysis and deep
inspection of packets according to ML and experiment, we
predict all scenarios for this attack as shown in Fig. 5, which is
as follows:

At first, the attacker is in the internal network, and he knows
the admin machine after doing some reconnaissance. Then the
attacker targets the machine using brute force attack to get
privilege escalation. After this, the attacker installs Remote
Access Terminal (RAT) which poisons a backdoor Trojan that
allows the remote attackers to perform various malicious
activities on the compromised machine and execute it. At the
end, the attacker opens a connection outside the network and
closes the internal one.

For SMTP with Botsv2, the attacker tries first to send a
phishing email to all companies until an employee reacts to the
phishing email. Then the attacker sends spearphishing email
by hiding a malicious ZIP file including a back door inside it.
Also, the attacker encrypts most of their email traffic with SSL
to hide malicious traffic inside authorized network traffic. Fig.
6 shows this scenario.

Both scenarios in the datasets are similar to APT38 which
starts at first with a spearphishing email.Once the user executes
the ZIP file, the attacker opens a backdoor and starts
reconnaissance to know where the admin machine is, after that,
it tries to get privilege escalation to be admin. Then it installs
a ZIP file in the admin machine to get the root privilege. So, as
we see that without machine learning this will take days, even
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a month, but if we use machine learning, we can predict all
scenarios and get the root cause in less than a day.

6. Conclusions

In this paper, we present an Advanced Persistent Threat
(APT) detection framework based on unsupervised machine
learning for detecting malicious SMTP and HTTP traffic. We
used the logs provided by Splunk and extracted the information

have taken much more time without using machine learning.
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