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Abstract

Arrhythmias are irregularities in the heartbeat and can be life-threatening. Early diagnosis of Cardiac Arrhythmia is quite crucial for
saving patient lives. In this study, the main goal is to detect the presence of cardiac arrhythmia and classify it into 16 groups from the
ECG recordings. The arrhythmia dataset in the UCI databank is used to apply different network structures for classification. The number
of sample of each class are not the same in the dataset. The dataset has a very immoderate class distribution, and moreover, some classes
don't exist. The imbalance condition between the classes causes a decrement in the performance of the classifier such as low
classification accuracy. Also, in the cross-validation steps, the data is divided into groups each of which includes the same number of
samples from the classes to overcome this difficulty in the classification. The samples of each class are divided into five groups to
satisfy that condition. The training and test datasets are obtained as a combination of these groups. To deal with the imbalance condition
in the dataset, first, some typical classification algorithms as Multilayer Perceptron (MLP), Support Vector Machine (SVM), Radial
Basis Function (RBF), and Random Forest (RF) are used to classify the data. According to the precision and accuracy performance
measurements of the classifiers for each data class, the nested classifier structures are constructed to improve the overall accuracy. The
different structures are tried to obtain a better classifier performance. The results of classical and proposed four new ensemble networks
are presented to compare their performance. The result shows that the random forest classifier has the best performance in terms of
accuracy and, even with the ensemble network having the highest accuracy can be obtained almost the same performance results. For
this reason, it is planned to increase the dataset and apply the different network structures for the enhancement of classifier performance
as to future work.

Keywords: Classification, Cardiac Arrhythmia, Imbalanced Data, MLP, SVM, RBF, RF, Ensemble Learning.

Dengesiz Kardiyak Aritmi Verilerinin Stmiflandirilmasi

Oz

Aritmiler kalp atisindaki diizensizliklerdir ve hayati tehlike yaratabilir. Kardiyak Aritminin erken teshisi, hastalarin hayatlarim
kurtarmak i¢in olduk¢a 6nemlidir. Bu ¢aligmada, asil ama¢ EKG kayitlarindan kardiyak aritmi varliginin saptanmast ve 16 gruba
smiflandirilmasidir. UCI veri bankasindaki aritmi veri seti, siniflandirma amaciyla farkli ag yapilarin1 uygulamak i¢in kullanilmustir.
Veri setinde her sinifin 6rnek sayisi ayni degildir. Veri seti oldukga diizensiz bir sinif dagilimia sahiptir. Ayrica, veri setinde bazi simiflar
mevcut degildir. Siniflar arasindaki dengesiz dagilim, siniflandiricinin performansinda diigiik siniflandirma dogrulugu gibi azalmalara
neden olur. Ayrica ¢apraz gegerlilik stnamasi (cross-validation) adimlarinda, siniflandirmadaki zorlugun iistesinden gelmek igin veriler,
her bir siniftan ayn1 sayida 6rnek igeren gruplara ayrilmistir. Her siifin 6rnekleri, bu kosulu saglamak icin bes gruba boliinmiistiir.
Egitim ve test veri setleri bu gruplarin bir kombinasyonu olarak elde edilmistir. Veri kiimesindeki dengesizlik durumuyla basa ¢ikmak
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amaciyla, ilk olarak, verileri smniflandirmak i¢in Cok Katmanli Algilayici (MLP), Destek Vektor Makinesi (SVM), Radyal Temel
Fonksiyon (RBF) ve Rastgele Orman (RF) gibi bazi tipik simiflandirma algoritmalari kullanilmigtir. Siniflandiricilarin kesinlik ve
dogruluk performans 6l¢iimlerine gore, genel dogrulugu artirmak igin, her bir veri sinifi i¢in i¢ i¢e siniflandirict yapilari olusturulmustur.
Daha iyi bir siiflandirici performansi elde etmek i¢in farkli yapilar denenmistir. Klasik ve 6nerilen dort yeni topluluk aginin (ensemble
network) performanslar1 kargilagtirma i¢in sunulmustur. Karsilagtirma sonuglari, rastgele orman siniflandiricisinin dogruluk agisindan
en iyi performansa sahip oldugunu ve en yiiksek dogruluga sahip topluluk agiyla bile hemen hemen ayni performans sonuglarin
almabilecegini gostermistir. Bu nedenle ilerideki ¢aligmalarda siniflandirici performansinin iyilestirilmesi i¢in veri setinin arttirilmasi

ve farkli ag yapilarinin uygulanmasi planlanmaktadir.

Anahtar Kelimeler: Siniflandirma, Kardiyak Aritmi, Dengesiz Veri, MLP, SVM, RBF, RF, Topluluk Ogrenmesi..

1. Introduction

An early detection and accurate medical assistance is quite
important for heart disease patients and can save human lives for
heart diseases that can be life-threatening causing sudden death.
The most widely used tool for diagnosing the heart disease is the
electrocardiogram (ECG) [1]. However, sometimes it may be
difficult for a doctor to look at these long duration ECG
recordings and detect little irregularities in the wave. Therefore,
using neural networks and machine learning algorithms for
automating arrhythmia diagnosis can be very beneficial for
doctors [2]. For this reason, the main aim is to detect the presence
of cardiac arrhythmia and classify it into 16 groups from the ECG
recordings. The name of 16 groups can be found in the Table (1)
with class codes and number of instances.

2. Material and Method

2.1. Dataset
For this study, the dataset has been taken from the UCI
Machine Learning Repository

https://archive.ics.uci.edu/ml/datasets/Arrthythmia. The data set
contains 452 instances representing the medical record of
different patients and 279 features representing age, weight,
height, and patient’s ECG-related data. The last column
represents the label of the classes. There are 16 different classes.
Class 01 refers to the absence of disease, ECG classes from 02 to
15 refer to different arrhythmia classes. Class 16 refers to the rest
of the unclassified ones. In the dataset, about 0.33% of the feature
values are missing and missing attribute values are distinguished
with a question mark (?) [3]. In this study, the missing attribute
values are exchanged with ’0’. In Table (1), the class names of the
dataset and corresponding class numbers can be found, and the
distribution of the classes for the number of samples is in the
Figure (1). This figure shows that the data is distributed in
imbalanced way, and samples of classes 11, 12, and 13 are absent
in the dataset. It can be a massive problem for multiclass
classification. Furthermore, ECG data belonging to some patients
have the properties of more than one arrhythmia class [3]. For this
reason, it makes the classification harder. A stratified K-Folds
cross-validation was used to deal with imbalanced data. The data
was split into five chunks to be used in train and test by preserving
the same percentage of samples for each class. Overall accuracy
and confusion matrices were calculated by using the average of
these chunks. In this paper, the data is normalized to obtain better
performance at results and reduce the computational cost.
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Table 1. Class table of dataset [3].

Class Class Number of
Code Instances
01 Normal 245
02 Ischemic changf:s (Coronary 44
Artery Disease)
03 Old Anterior Myocardlal 15
Infarction
Old Inferior
04 Myocardial Infarction 15
05 Sinus Tachycardy 13
06 Sinus Bradycardy 25
07 Ventricular Premature 3
Contraction (PVC)
Supraventricular Premature
08 . 2
Contraction

09 Left Bundle Branch Block 9

10 Right Bundle Branch Block 50

1 First Degree Atrio 0

Ventricular Block

12 Second Degree AV Block 0

13 Third Degree AV Block 0

14 Left Ventricule Hypertrophy 4

15 Atrial Fibrillation or Flutter 5

16 Others 22
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Figure 1. Distribution of dataset classes

3. Results and Discussion

In this section, the classification algorithms used and
performance results of the algorithms will be discussed.

3.1. Multilayer Perceptron (MLP)

MLP is a kind of artificial neural network used as a classifier
in this study. MLP was modelled as four hidden layers with 128,
32, 32 and 16 neurons by using the rectifier linear unit (ReLU)
activation function. In the output layer, there are 16 neurons with

547



Avrupa Bilim ve Teknoloji Dergisi

softmax activation function in order to obtain 16 classes.
Categorical cross-entropy was used as a loss function.
Furthermore, Adam optimizer was used with a learning rate of
0.001. By using this method, accuracy was obtained as 62%. The
confusion matrix is as shown in Figure (2). It is obvious that MLP
succeeded at determining classes of 0, 1, 2, 3, 8 and 9.

3.2. Support Vector Machine (SVM)

SVM is a supervised machine learning method used for
classification and regression. In this study, SVM is used to
classify the class of arrhythmias with normalization and the
stratified K-Folds cross-validation method to increase the
classifier’s performance. The type of SVM kernel used is ’linear’.
It can be seen in the Figure (3) that 0, 2, 3, 8, 9, and 14 classes can
be determined correctly by using SVM. The accuracy is obtained
as 70% in that case.

3.3. Radial Basis Function (RBF)

Radial Basis Function (RBF) is a special case of SVM with a
‘RBF’ kernel. The same methods used in SVM are applied to RBF
to obtain better results. The accuracy in that case is 60%. The
successful classes can be seen in confusion matrix in Figure (4)
as 0, 2, and 8.

3.4. Random Forest (RF)

Random forests (RF) classifier is one of the most
accomplished ensemble learning techniques that have been
proven to be very popular and powerful techniques in machine
learning for multi-dimensional classification [4]. By using the RF
method, the accuracy is increased up to 73%. Furthermore, the
overall confusion matrix in Figure (5) depicts that the RF method
was successful in detecting the classes of 0, 1, 2, 3, 8, and 9.

MLP. MEAN BC: [0, 1. 2, 3, 8, 9]. AC: 0.62

Tue Labels

151413 9 B 7 6 5 4 3 21

£ 7 B8 9 131415
Predicted Labels

Figure 2. Overall Confusion Matrix of MLP
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Figure 3. Overall Confusion Matrix of Linear SVM.
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Figure 5. Overall Confusion Matrix of RBF
3.5. Ensemble Networks

Because of the unfair distribution of classes and inclusion of
more than one arrhythmia type for some patient’s ECG data, some
ensemble network types are proposed. In Figure (6), (7), (8) and
(9), proposed ensemble networks are illustrated.

In Figure (6), ensemble network consists of RF, SVM, MLP,
and RBF. After obtaining the overall confusion matrices of MLP,
SVM, RBF, and RF separately, the prediction results of classes are
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compared. According to the performance of predictions on
confusion matrices of classical network structures, the structure
of ensemble network was designed. For each class, the classifier
having the best performance for it was chosen and the priority of
the classifier of each class was defined according to the number
of the samples of the class. For instance, class 0 has its best
performance on RBF, with the number of predicted true positive
classes as 49 in the confusion matrix. The rest of the class outputs
were decided by looking at the best value of true positive
corresponding classes. In the nested structure, class 9 has the
second priority level. In Appendix 1, the algorithm of the network
can be found in detail.

The ensemble network in Figure (7) has the same logic as the
network previously, but this network is constituted from only
MLP and RF.

Network

%0
: RF

in

SVM

MLP

REF

Figure 6. Proposed Ensemble Network Block Diagram of
MLP, SVM, RBF and RF

Network

T

> > 10

MLP

RF

Figure 7. Proposed Ensemble Network Block Diagram of RF
and MLP

In the previous confusion matrices, class 0 was predicted a lot
instead of true ones. That means methods are not good at
distinguishing between class 0 and others. In that case, an RF
classifier is used to decide whether the class is 0 or not. If not, the
class will be decided by another classifier block. In Figure (8), the
other classifier block is RF, and an ensemble of MLP, SVM, RBF,
and RF in Figure (9). In the second step, the classifiers are trained
without class 0. The algorithm of the network in Figure (8) can be
found in Appendix 2.
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Figure 8. Proposed Ensemble Network Block Diagram of RF 1
and RF 2
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Figure 9. Proposed Ensemble Network Block Diagram of RF
1, RF 2, SVM, RBF and MLP

3.6. Performance Measures

In this subsection, the performance metrics have been used to
analyse the results of classification will be discussed.

e Confusion Matrix: Confusion matrix represents how
many elements were correctly predicted and how many
were wrongly classified. For this scope, scientists
invented several confusion matrix rates in the past [6]
and they are given below.

e Accuracy:

TP+TN
FP+FN+TP+TN

e  Precision:

TP
TP + FP
where true positive (TP) is the correct classification of positive
class, False-negative (FN) is the incorrect prediction of the
positive case, True negative (TN) is the correct classification of

the samples in the negative class, and False-positive (FP) is the
incorrect prediction of the negative case [5].

3.7. Performance Results

In this subsection, performance results of classification
methods are given. In Table (2), the methods and corresponding
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accuracy results are presented for MLP, SVM, RBF, and RF cases.
In this case, the data was used without normalization. Training
and testing data was split to 80% - 20%, and 5-folds cross-
validation was applied. The best and worse results were obtained
in the RF case as 72% and in the MLP case as 57.8%, respectively.

The methods and corresponding accuracies with normalized
dataset are given in Table (3). Apart from MLP, SVM, RBF, and
RF, proposed ensemble networks are investigated. In Table (3), all
datasets were normalized, and stratified 5-folds cross-validation
was applied in order to suppress the effects of imbalanced data. It
seems that the methods used in the dataset have answered the
purpose. The accuracies were increased for MLP from 57.8% up
to 62%, for RF from 72% to 73%. Proposed ensemble networks
accuracies also can be found in Table (3). The best result was
attained as 72% from the proposed ensemble networks. Overall,
the best accuracy result of 73% can be achieved by using only an
RF classifier. The ensemble network variations that consist of RF,
MLP, RBF, and SVM are not enough to increase the accuracy
enough for such problematic data that is used in that study.

Table 2. Performance of Classification Methods without Cross-
validation and Normalization.

Methodology Accuracy(%)
MLP 57.8
SVM 65.7
RBF 59.8

RF 72

Table 3. Performance of Classification Methods

Methodology Accuracy(%)

MLP 62

SVM 70

RBF 60

RF 73

Ensemble Network of MLP, 71

SVM, RBF and RF

Ensemble Network of MLP, RF 66

Ensemble Network of RF 1 and 7
RF 2

Ensemble Network of RF 1, RF 71

2, MLP, SVM and RBF

4. Conclusions and Recommendations

This study aimed to increase classification accuracy for the
cardiac arrhythmia dataset with an unfair class distribution. The
inclusion of more than one arrhythmia type for some patients'
ECG data makes the dataset problematic. For this reason, some
classification methods such as MLP, RBF, SVM, and RF and the
different variations of ensemble networks of these methods have
been used to classify cardiac arrhythmia. These classification
methods' accuracy was enhanced using stratified K-fold cross-
validation and data normalization. The classification methods
have been compared, and the best accuracy was attained as 73%
with RF. With proposed ensemble networks, the overall accuracy
was enhanced to 72%. Still, the different ensemble network
variations that consist of RF, MLP, RBF, and SVM are not good
enough as RF classification for such problematic data used in that
study. These techniques have increased accuracy overall but are
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not limited to. In future work, other classification techniques can
be used in an ensemble network; also, Synthetic Minority
Oversampling Technique (SMOTE) can be used to overcome the
imbalance of data.
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Appendix 1

The algorithm of the ensemble network in Figure (6) is presented below.

Inputs:

o The dataset X = {(=;, ;) | = € R*™?, y; € {0,1,...,15},i=1,2,... N}

Initialize:

o Let g 2 mg 2 my 2 ms 2 mgs S Mg 2 iy 2 g S Me S g 2 Mg = g = [T

wlmru Tr; IM'! I-III'! I]I.l.]'lll"."'l' {Jr H.'H.]'III}IE'!H in ]E”‘ ﬂ_‘.][-l}i.ﬁ.

e Construct the networks RF, SVM, MLFP, RBF.
o Train and test BF, SVM, MLP, REF. Define the best classified labels,

- yrF + {1,3,9}
~ yrer + {0,8}
- yeve +— {2,4,5,13, 14, 15}
~ ymrLp + 16,7}

for j£1{1,2,...,5} do
x;”! — {[I_,'_.', I-fj.i:] | I{IJ;‘,-,IJ-_,-]- € X where j=1,2,...,5 and i=1,2,...,1/5N}
x_Jr:"“"‘ = {(xji05,:) | (254,25) € X where j=1,2,.. . Sandi=1/6N+1,1/5N+2, ... N}
Using X_;"“"‘, fit AF, SVM, MLP, RBF.
Using X}”*, compute predictions rf, svm, mip, rbf of RF, SVM, MLP, REBF, respectively.
forie {1,2,...,N/5} do
if rbf[i] =0 then
ensemble[i] « rhf[i]
else if rf[il =9 then
r.'nm:mhhrli] — r_f[:'|
else if »f[i| = 1 then
ensembleli] « »f[i]
else if svefi] = 5 then
ensemble[i] + sveli]
else if sveli] = 15 then
rrn.lcr_'mhhrli] — .“H.'I'.’[I]
else if sveli] = 2 then
ensembleli] «— sveli]
else if rf[i| = 3 then
ensemblefi] +— v f[i]
else if sveli] =4 then
ensemblefi] « sveli]
else if rbf|i] = & then
ensemblefi] « rbfl[i]
else if sveli] = 14 then
ensemble[i] «— sveli]
else if svefi] = 13 then
ensemble[i] + sveli]
else if mlpli] =6 then
ensemble[i] «— mlpi]
else if mipli] = 7 then
ensemble[i] +— mip[i]
end if
end for
end for
return ensemble
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Appendix 2

The below algorithm belongs to the ensemble network depicted in Figure (8).

Inputs:

e The dataset X = {(x;,yi) | ;i € R279 4, € {0,1,...,15},i=1,2,... N}

Initialize:

e Let m; be the number of samples in it* class.

e The dataset X = {(&:,9;) | (&i,%:) € X,9i € {1,...,15},i=1,2,..., N} where N = N —myg
¢ Construct the networks RF 1, RF 2.

e Train and test RF 1 and RF 2 with X and )2, respectively.

for j € {1,2,...,.5} do
X.;'E“' — {(mLivyj.i) | (:c_.,-.,-,y_,,-,f] e X wherej = 1,2.... 5 and i=1,2,.. .y 1!5N}

X‘;“"‘”'“ — {(xj,i,v5.i) | (zj,i,yji) € X where j =1,2,..., 5and i=1/5N+1,1/56N+2,...,N}

Xtest o {(&0,95,6) | (&5,i,%j,:) € X where j=1,2,...,5 and i=1,2,...,1/5N}
Ji’;f'ﬂf" — {(&,1,95.0) | (&j,i,95,:) € X where j =1,2,...,5and i = 1/5N +1,1/5N +2,...,N}
Using XJ’:""”:" and X;”*, fit RF' 1 and compute predictions r f1, respectively.
Using }_(j"“f'“ and X__f‘”“ﬁ fit RF 2 and compute predictions 2, respectively.
forie {1.2,...,N/5} do
if rf1[i] = 0 then
ensemble[i] + rf1]i]
else
ensembleli] + r f2]i]
end if
end for

end for
return ensemble

e-ISSN: 2148-2683 552



