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Abstract 

Data imbalance refers to the unequal distribution of classes within a dataset that directly affects the accuracy of machine learning 

classification algorithms. Although many resampling techniques have been proposed by researchers, learning from imbalanced data is 

still considered one of the contemporary challenges. The class imbalanced problem has been complicated as most of the existing 

techniques don't manage the similarity relationships between minority and majority classes well. In addition, due to the complex 

relationships among classes, most of the existing techniques do not focus on retaining valuable samples in the majority class(es) 

properly. In this article, a salp swarm optimization-based under-sampling technique (SSBUT) is proposed to address data class 

imbalance problems. Utilizing the proposed SSBUT, the similarity relationship among the samples of the majority class is well analyzed, 

and the samples that do not affect the accuracy of the classification algorithm are eliminated from the majority class. The performance 

of the proposed SSBUT has been tested on benchmark medical imbalanced datasets and the obtained results have been compared with 

state-of-the-art under-sampling techniques. The experimental results show that the proposed SSBUT consistently outperformed the 

state-of-the-art under-sampling techniques in terms of various evaluation criteria.  

Keywords: Classification, Machine learning, Medical Imbalanced data classification, Salp swarm optimization, Under-sampling.   

Dengesiz Tıbbi Veri Sınıflandırması İçin Salp Sürü Tabanlı Bir Aşağı-

Örnekleme Yaklaşımı 

Öz 

Veri dengesizliği bir veri kümesi içindeki sınıfların eşit olmayan dağılımıdır ve makine öğrenmesi algoritmalarının başarısını doğrudan 

etkilemektedir. Araştırmacılar tarafından birçok yeniden örnekleme teknikleri önerilmiş olmasına rağmen, dengesiz verilerden öğrenme 

hala güncel zorluklardan biri olarak kabul edilmektedir. Mevcut tekniklerin birçoğu azınlık ve çoğunluk sınıflar arasındaki benzerlik 

ilişkilerini iyi bir şekilde yönetemediği için sınıf dengesizliği sorunu karmaşık hale gelmektedir. Ayrıca, sınıflar arasındaki karmaşık 

ilişkilerden dolayı mevcut tekniklerin birçoğu çoğunluk sınıf(lar)ında ki değerli örneklerin uygun bir şekilde veri kümesinde tutulmasına 

odaklanamaz. Bu makalede, veri sınıf dengesizliği problemini çözmek için salp sürüsü optimizasyon yöntemi kullanılarak bir aşağı 

örnekleme tekniği (SSBUT) önerilmiştir. Önerilen SSBUT çoğunluk sınıfına ait örnekler arasındaki benzerlik ilişkisini iyi analiz eder 

ve sınıflandırma algoritmasının doğruluğunu etkilemeyen örnekleri çoğunluk sınıfından çıkarır. Önerilen SSBUT'un performansı, tıbbi 

dengesiz veri kümeleri üzerinde test edilmiş ve elde edilen sonuçlar en güncel aşağı örnekleme teknikleri ile karşılaştırılmıştır. Deneysel 

sonuçlara göre, önerilen SSBUT tekniği birçok değerlendirme ölçütüne göre en güncel aşağı örnekleme tekniklerinden daha iyi 

performans sergilemiştir.  

 

Anahtar Kelimeler: Aşağı-örnekleme, Makine öğrenmesi, Salp sürüsü optimizasyonu, Sınıflandırma, Tıbbi Dengesiz veri 

sınıflandırması.
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1. Introduction 

In machine learning, classification is known as a training 

system that is trained with a dataset whose samples are labeled 

[1]. This system is used to classify new unseen samples to which 

class it belongs [2], however, the performance of this 

classification almost depends on the dataset [3]. Although the 

datasets contain too many samples, unfortunately, there is a lack 

of quality in such datasets. Machine learning classification 

algorithms assumed that classes were distributed in the same way 

[4]. However, this assumption is wrong in most real-world 

datasets, for example, diagnosis of diseases, fraud detection, and 

intrusion detection, because in such datasets, one class contains 

more samples, while the other class contains fewer samples. This 

reflects on the classification algorithm’s precision, thus, in such a 

case, although a good accuracy can be achieved, however, we 

don’t achieve good scores according to very important evaluation 

metrics, such as precision (PRE), recall (REC), specificity (SPE), 

F1-measure (F1-M), and area under curve (AUC) [5]. This is 

known as the class imbalance problem [6]. The minority class(es) 

and the majority class(es) are known as important terms in the 

class imbalance problem. In an imbalanced dataset, the minimum 

number of samples represents the minority class(es), on the other 

hand, a maximum number of samples represents the majority 

class(es) [7]. Recently, there is a large interest in the class 

imbalance topic by the researchers. Thus, it is considered a 

challenging issue and many techniques have been developed by 

researchers to solve this tricky problem [8,9]. Resampling 

techniques are considered one of the preprocessing techniques 

and commonly used approaches to making the dataset balanced 

[10]. Resampling techniques can be performed on the imbalanced 

dataset with under-sampling or over-sampling techniques [11]. 

The under-sampling process is applied to decrease the number of 

samples of the majority class(es) by eliminating the samples 

[12,13] and the random under-sampling, nearmiss-1, nearmiss-2, 

condensed nearest neighbor, and repeated edited nearest neighbor 

are examples of the under-sampling techniques [12]. On the other 

hand, the over-sampling process is implemented to increase the 

number of minority class(es) by generating new synthetic samples 

[14] and the random oversampling technique (ROS) [15], 

synthetic minority oversampling technique (SMOTE) [16], and 

Borderline-SMOTE [17] are examples of the oversampling 

techniques. Due to the effect of imbalanced datasets on the 

classification algorithms, many under-sampling techniques have 

been developed by researchers recently. For instance, Chih-Fong 

Tsai et al. proposed a cluster-based instance selection (CBIS) 

under-sampling method using the clustering approach to find the 

similarity relationship between the majority class and the minority 

class [18]. Pattaramon Vuttipittayamongkol and Eyad Elyan 

proposed a Neighborhood-based under-sampling technique based 

on the nearest neighbor approach. This under-sampling technique 

reduces the majority class by identifying and eliminating the 

overlapping data [19]. Debashree Devi et al. proposed an under-

sampling technique called a boosting aided adaptive cluster-based 

under-sampling technique by using the AdaBoost ensemble 

learning model, the proposed under-sampling technique 

eliminates the insignificant data after clustering the data of the 

majority class [20]. In addition, a consensus clustering-based-

undersampling technique [21], cluster-based under-sampling with 

random forest algorithm [22], cluster-based under-sampling with 

Random Forest classifier [23], and cluster-based majority under-

sampling [24] techniques are proposed to imbalanced problems 

and depend on the standard clustering approach in the clustering 

process. In general, under-sampling techniques are based on 

standard clustering algorithms to find the centroid cluster, but as 

it is known, standard clustering algorithms are weak in the 

strategy of finding a cluster center of data, since they seek 

solutions in local search space [25]. Since the optimization 

algorithms have a global search space capability [26], in this 

article, the salp swarm optimization algorithm (SSA) [27] is 

exploited to find the similarity relationship among the majority 

class’s samples.  

This article is organized as follows: the material and methods 

are explained in Section 2. Section 3 describes the proposed 

under-sampling technique. Experimental results are presented and 

discussed in Section 4. Finally, the conclusion of the article is 

given in Section 5. 

2. Material and Methods  

2.1. Medical Datasets 

To evaluate the performance of the proposed optimization-

based under-sampling technique, the proposed optimization-

based under-sampling is applied to breast cancer, diabetes, and 

blood transfusion medical imbalanced datasets, and then the 

performance measures obtained are compared with the results of 

the state-of-the-art cluster-based under-sampling techniques. The 

medical imbalanced datasets were downloaded from the 

University of California, Irvine (UCI) machine learning 

repository [28], and the imbalanced rate (IR) for each medical 

imbalanced dataset was calculated according to Equation 1. The 

characteristics of the medical imbalanced datasets used in this 

article are given in Table 1 [20].  

 

𝐼𝑅 =
# 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠

# 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠
  (1) 

 

 

Table 1. The characteristics of the medical imbalanced datasets 

Dataset 
Number of 

Minority Majority IR 
instances features classes 

Breast cancer 683 10 2,4 4 2 1.86 

Diabetes 768 8 0,1 1 0 1.87 

Blood transfusion 748 4 0,1 1 0 3.2 
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2.2. Classification Algorithms and Resampling 

Techniques  

Classification is a machine learning layered data mining 

method used to classify samples of a dataset. Commonly used 

classification algorithms such as decision trees, support vector 

machines, K-Nearest neighbor, and artificial neural networks 

perform the classification process by using their mathematical or 

statistical functions. The accuracy of the classification algorithms 

is directly proportional to the preparation of the dataset, and this 

accuracy generally increases in a well-prepared dataset. The main 

reason for this is that the training dataset used in the classification 

model is consistent and balanced. As the classification algorithms 

are used in many critical areas such as health, aviation, and 

information technologies, classification accuracy is very 

important. The class imbalance problem is found in the many 

datasets of real-world problems, and this problem seriously 

affects the performance of classification algorithms. To solve this 

problem, the imbalanced dataset has to be balanced with 

resampling techniques. In general, according to their function, the 

resampling technique is categorized into three categories: under-

sampling, over-sampling, and hybrid sampling. When these 

techniques are applied to a dataset, they increase the important 

criteria values of the classification algorithm, because, in many 

classification problems, precision (PRE), recall (REC), specificity 

(SPE), F1-measure (F1-M), and area under curve (AUC) which 

are obtained from the confusion matrix may be more important 

than classification accuracy (CA) [29]. In the confusion matrix 

given in Figure 1 the TP, TN, FP, and FN represent the true 

positive, true negative, false positive, and false negative, 

respectively.  

 

 

Figure 1. Confusion matrix 

The equations of the evaluation measurements: PRE, REC, 

SPE, F1-M, and AUC are given below as Equations 2, 3, 4, 5, and 

6 respectively [9]. 

 

𝑃𝑅𝐸 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

𝑅𝐸𝐶 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

𝑆𝑃𝐸 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (4) 

𝐹1 − 𝑀 = 2 ∗
𝑅𝐸𝐶 ∗ 𝑃𝑅𝐸

𝑅𝐸𝐶 + 𝑃𝑅𝐸
 (5) 

𝐴𝑈𝐶 =  
1

2
× [

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
+

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
] (6) 

 

3. The Proposed Under-sampling Technique 

In this section, the proposed SSBUT is explained in detail. 

The proposed SSBUT copes with the imbalanced problem by 

eliminating redundant samples of the majority class. Samples of 

the majority class need to be well analyzed before they can be 

eliminated, because, if the designed under-sampling technique 

causes to eliminate very important samples of the majority class 

instead of a redundant one, it will seriously affect the performance 

of the classification algorithms. Therefore, the designed under-

sampling technique needs to discover the data distribution and 

similarity relationships among the majority class data very well. 

Many under-sampling techniques usually find the similarity 

relationship among samples of the majority class with traditional 

methods that have local searches such as k-mean and c-mean 

clustering [25]. However, the proposed SSBUT is used an 

optimization approach that has a global search to discover the 

similarity relationship among the samples of the majority class. 

SSA [27] developed by Ali is used as an optimization approach. 

The mathematical model of the SSA is inspired by salps behaver 

and movements. The steps of the proposed SSBUT are given 

below. 

Step 1: Determine the majority class and divided the samples of 

the majority class into a certain number of clusters (supply from 

the user). 

Step 2: Random cluster centers are generated and the clustering 

process takes place according to the distance equation by 

assigning the sample to the cluster centroid having the smallest 

value. In this article, the Euclidean distance equation given in 

Equation 7 is used as a distance equation [30]. 

𝐸𝐷(𝑋𝑖 , 𝐶𝑗) = √∑(𝑋𝑖𝑙 − 𝐶𝑗𝑙)
2

𝑝

𝑙=1

 (7) 

 

Where 𝑋𝑖; 𝑖 = 1,2, … 𝑛 where 𝑛 a number of samples in the 

majority class, each sample with 𝑝 attributes and 𝐶𝑗; 𝑗 = 1,2, … 𝑘; 

where 𝑘 is the number of clusters in the majority class.  

 

Step 3: Solutions are produced according to the sum of the within-

cluster distances fitness function as much as the population size, 

and the best solution is determined among the solutions. The sum 

of the within-cluster distances (𝑆𝑤) index given in Equation 8 is 

used as internal cluster validation [31] and also represents the 

fitness function of the optimization algorithm.  

 

𝑆𝑤 = ∑ ∑ 𝑑(𝑥𝑖 , 𝑥𝑗)

𝑖,𝑗∈𝐶𝑘 𝑎𝑛𝑑 𝑖<𝑗

𝑞

𝑘=1

 (8) 

 

In Equation 8, q is the number of clusters and 𝑑(𝑥𝑖 , 𝑥𝑗) represents 

the distance between 𝑥𝑖  and 𝑥𝑗  samples in the cluster 𝐶𝑘.  

 

Step 4: Based on Equations 9, 10, and 11, SSA attempts to 

improve the bad solutions by using the best solution.  

 

𝑥𝑗
1={

𝐹𝑗 + 𝐶1 ((𝑢𝑏𝑗 − 𝐼𝑏𝑗)𝐶2 + 𝐼𝑏𝑗)       𝐶3 ≥ 0

𝐹𝑗 − 𝐶1 ((𝑢𝑏𝑗 − 𝐼𝑏𝑗)𝐶2 + 𝐼𝑏𝑗)       𝐶3 < 0
 (9) 

 

where 𝑥𝑗
1 shows the best cluster's center in the jth dimension, 𝐹𝑗  is 

the cluster's center in the jth dimension, 𝑢𝑏𝑗 and 𝐼𝑏𝑗  indicate the 
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upper bound and the lower bound of jth dimension, respectively, 

and 𝐶1, 𝐶2, and 𝐶3 are random numbers between [0,1]. In Eq. 10, 

the 𝐶1 which helps to balance exploration is the most important 

parameter in SSA.  

 

𝐶1 = 2𝑒−(
4𝑙

𝐿
)

2

 (10) 

 

where l and L are the current iteration and the maximum number 

of iterations, respectively. To obtain the best cluster centers the 

bad cluster centers in the swarm are updated according to the best 

cluster centers by Equation 11.  

 

𝑥𝑗
𝑖 =

1

2
(𝑥𝑗

𝑖 + 𝑥𝑗
𝑖−1) (11) 

 

where i ≥ 2 and 𝑥𝑗
𝑖 indicate the new cluster's center of ith follower 

salp in jth dimension. The Pseudocode of the SSA algorithm is 

given in Figure 2. 

 

 

Figure 2. Pseudocode of the SSA algorithm 

 

Step 5: Eliminate the redundant samples from the majority class.  

 

4. Experimental  

4.1. Results 

In this section, to illustrate the effectiveness of the proposed 

SSBUT, the proposed SSBUT was compared with recent state-of-

the-art cluster-based under-sampling techniques existing in [20] 

given in Table 2.  

 

Table 2. The name of used under-sampling technique and classification algorithms  

Technique / Classifier Technical name abbreviation 

Technique 

Sampling based on Clustering with Near Miss 1 SBCNM-1 

Sampling based on Clustering with Near Miss2 SBCNM-2 

Sampling based on Clustering with Near Miss2 SBCNM-3 

Sampling based on Clustering with Most Distance SBCMD 

Sampling based on Clustering with Most Far SBCMF 

SMOTE and Cluster Based under sampling SCUT 

Clustering+OSS ClusterOSS 

Boosting driven Cluster-based Under-sampling BoostingCBU 

Classifier 

Decision Tree C4.5 C4.5 

Support vector Machine SVM 

Nave Bayes NB 

 

All the experiments were conducted on a machine with an Intel 

Core i7@2.00 GHz processor and 8 GB memory, running on 

Microsoft Windows 10 OS. The proposed SSBUT was coded 

using Visual Studio 2019 with the C# language. The parameter 

setting of used classification algorithms is given in Table 3.

 

Table 3. The parameter setting of used classification algorithms  

Classifier Parameter Name Parameter setting 

Decision Tree 

MergeLeaves On 

MinLeaf 1 

MinParent 10 

Weight Unit matrix, ⱳ of dimension [Ɩ ꭕ Ɩ]; Ɩ is number of training instances  

SVM 

Kernel function 
Gaussian Radial Basis function 

Method Least squares (LS) 

Scaling factor (rbf-sigma) 0-1 

 Distiribution Kernael, normal 

NB 
prior Empirical, uniform 

Distiribution Kernael, normal 

 

In all experiments, the performance measures PRE, REC, SPE, 

F1-M, and AUC are obtained using tenfold cross-validation. 

Tables 4, 5, and 6 list the complete experimental results of C4.5, 

SVM, and NB classification algorithms for medical imbalanced 

datasets, respectively and in each table, the best result is in 

boldface. 
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Table 4. The performance measurements of under-sampling techniques using the C4.5 classifier 

Dataset Technique PRE REC SPE F1-M AUC 

Breast cancer 

SBCNM-1 71.10 69.71 74.97 79.14 0.56 

SBCNM-2 62.40 75.88 60.76 79.60 0.78 

SBCNM-3 70.16 63.35 60.99 65.37 0.73 

SBCNMD 66.06 80.85 68.83 73.10 0.51 

SBCNMF 67.25 83.35 73.06 85.87 0.77 

SCUT 78.15 84.24 79.98 84.66 0.77 

ClusterOSS 77.23 76.68 80.83 92.56 0.89 

BoostingCBU 88.59 73.87 81.55 92.56 0.97 

SSBUT  94.38 93.86 93.73 95.48 0.96 

Diabetes 

 

SBCNM-1 65.77 74.92 56.56 63.85 0.54 

SBCNM-2 56.60 69.43 55.07 66.62 0.55 

SBCNM-3 70.53 71.51 56.60 62.60 0.73 

SBCNMD 60.72 72.60 64.49 75.03 0.52 

SBCNMF 74.12 67.75 67.10 58.19 0.59 

SCUT 76.33 70.55 63.77 67.83 0.64 

ClusterOSS 63.68 64.80 68.35 60.99 0.88 

BoostingCBU 83.05 83.90 74.82 74.79 0.88 

SSBUT  79.48 78.83 78.17 78.79 0.82 

Blood transfusion 

SBCNM-1 71.38 69.39 60.24 66.74 0.61 

SBCNM-2 65.76 76.50 68.29 71.99 0.64 

SBCNM-3 67.48 74.03 68.94 74.81 0.60 

SBCNMD 69.98 78.87 68.98 77.74 0.60 

SBCNMF 77.00 82.95 71.02 75.75 0.75 

SCUT 71.60 84.43 70.07 81.62 0.74 

ClusterOSS 82.62 83.29 73.10 77.20 0.60 

BoostingCBU 77.46 88.80 81.06 91.12 0.85 

SSBUT  86.38 84.80 84.86 81.00 0.83 

 

Table 5. The performance measurements of under-sampling techniques using the SVM classifier 

Dataset Technique PRE REC SPE F1-M AUC 

Breast cancer 

SBCNM-1 76.29 87.12 62.54 78.27 0.66 

SBCNM-2 74.49 66.46 69.18 73.20 0.72 

SBCNM-3 68.44 78.31 75.84 79.19 0.81 

SBCNMD 75.08 60.82 79.53 81.15 0.67 

SBCNMF 74.15 70.69 71.15 82.35 0.84 

SCUT 80.42 74.76 84.25 70.52 0.71 

ClusterOSS 73.77 72.63 80.31 80.90 0.86 

BoostingCBU 86.28 87.64 73.28 85.39 0.92 

SSBUT  91.53 91.81 90.57 91.00 0.93 

Diabetes 

 

SBCNM-1 60.54 55.92 56.94 71.47 0.51 

SBCNM-2 68.11 58.42 69.12 55.64 0.68 

SBCNM-3 68.57 70.15 69.86 62.84 0.65 

SBCNMD 69.84 60.54 72.74 74.01 0.81 

SBCNMF 66.33 73.74 71.88 74.39 0.82 

SCUT 79.14 69.71 76.01 62.84 0.78 

ClusterOSS 75.81 62.44 66.96 73.67 0.63 

BoostingCBU 81.29 83.12 67.54 83.27 0.88 

SSBUT  78.92 77.67 77.23 76.48 0.83 

Blood transfusion 

SBCNM-1 70.94 65.93 74.89 63.78 0.76 

SBCNM-2 77.68 67.20 67.56 69.20 0.61 

SBCNM-3 74.48 67.78 70.05 71.59 0.66 

SBCNMD 80.80 76.90 75.42 77.04 0.74 

SBCNMF 78.39 85.70 78.80 75.45 0.78 

SCUT 72.76 73.60 76.26 70.74 0.57 

ClusterOSS 76.03 71.14 73.60 71.85 0.78 

BoostingCBU 90.35 86.20 81.32 84.24 0.83 

SSBUT  92.61 92.13 90.69 91.17 0.91 
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Table 6. The performance measurements of under-sampling techniques using the NB classifier 

Dataset Technique PRE REC SPE F1-M AUC 

Breast cancer 

SBCNM-1 78.99 63.51 69.63 60.60 0.66 

SBCNM-2 75.03 65.10 70.12 73.98 0.90 

SBCNM-3 79.60 81.10 72.04 63.05 0.90 

SBCNMD 67.54 69.38 79.29 69.32 0.78 

SBCNMF 81.29 69.87 83.59 72.00 0.63 

SCUT 68.93 70.02 77.32 74.47 0.69 

ClusterOSS 72.03 81.62 76.71 75.99 0.93 

BoostingCBU 84.65 69.88 68.57 79.95 0.97 

SSBUT  92.63 91.81 92.18 90.75 0.94 

Diabetes 

 

SBCNM-1 57.80 62.35 61.68 64.69 0.65 

SBCNM-2 65.64 66.32 59.14 65.20 0.55 

SBCNM-3 69.83 62.44 61.78 67.48 0.53 

SBCNMD 77.28 66.13 70.53 64.03 0.52 

SBCNMF 75.03 65.10 70.12 73.98 0.71 

SCUT 78.36 79.39 73.21 67.08 0.81 

ClusterOSS 79.66 69.38 81.73 71.30 0.73 

BoostingCBU 87.93 72.15 83.93 83.84 0.87 

SSBUT  75.81 75.27 74.84 74.61 0.79 

Blood transfusion 

SBCNM-1 69.74 68.72 68.94 66.13 0.79 

SBCNM-2 71.64 71.68 76.90 76.51 0.71 

SBCNM-3 74.66 70.68 77.17 72.99 0.74 

SBCNMD 71.56 79.21 78.39 74.15 0.63 

SBCNMF 74.34 73.81 68.12 69.52 0.70 

SCUT 74.59 71.23 79.82 70.73 0.87 

ClusterOSS 71.84 70.90 71.87 75.41 0.73 

BoostingCBU 71.80 75.51 86.82 70.61 0.86 

SSBUT  83.29 83.58 82.83 80.86 0.93 

 

4.2. Discussion  

In this section, the results of Tables 4, 5, and 6 are discussed 

to demonstrate the superiority of the proposed SSBUT over the 

considered state-of-the-art under-sampling techniques. When 

considering the C4.5 classification algorithm, the proposed 

SSBUT in the breast cancer dataset achieved better results than 

all compared under-sampling techniques with PRE, REC, SPE, 

and F1-M values of 94.38, 93.86, 93.73, and 95.48, respectively. 

However, in terms of the AUC criterion, the BoostingCBU 

method performed better than the proposed method. In the 

diabetes dataset, the proposed SSBUT outperformed the other 

under-sampling techniques, except the BoostingCBU technique. 

In the blood transfusion dataset, the proposed SSBUT performs 

well only in the PRE criteria with a value of 86.38, the 

BoostingCBU technique outperformed all the techniques in other 

criteria. When the proposed SSBUT was evaluated in terms of the 

SVM classification algorithm, the proposed SSBUT achieved 

better success than other techniques with PRE, REC, SPE, F1-M, 

and AUC values of 91.53, 91.81, 90.57, 91.00, and 0.93, 

respectively, in the breast cancer dataset. In the diabetes dataset, 

the BoostingCBU technique demonstrated better performance 

from the proposed SSBUT and the other under-sampling 

techniques. However, in the blood transfusion dataset, the 

proposed SSBUT outperformed all used under-sampling 

techniques with PRE, REC, SPE, F1-M, and AUC values of 

92.61, 92.13, 90.69, 91.17, 0.91, respectively. When we examine 

the results of the BoostingCBU technique, it can be observed that 

the BoostingCBU technique gets good results, especially in the 

diabetes dataset, but the PRE, REC, and SPE values obtained by 

the BoostingCBU technique are fluctuating. As a result, the 

proposed SSBUT boosts the classification accuracy on the 

medical datasets by eliminating unimportant samples from the 

majority class. 

5. Conclusion  

Machine learning classification algorithms are widely used in 

critical fields such as medicine, aviation, and banking, thus the 

accuracy of these classification algorithms depends on the 

consistency and balance of the dataset. In this article, an 

optimization-based under-sampling technique named SSBUT is 

proposed to solve the class imbalance problem. The proposed 

SSBUT is used to balance the dataset that has class imbalanced 

by eliminating the redundant samples from the majority class. 

There is a very important role of the SSA in discovering the 

similarity relationship among the majority class's samples. The 

proposed SSBUT is applied to medical imbalanced datasets. The 

performance of the proposed SSBUT is demonstrated by 

comparing it with the existing state-of-the-art under-sampling 

techniques in [20] on medical imbalanced datasets. The 

experiments illustrate that the proposed SSBUT achieves better 

performance measurements in breast cancer and blood transfusion 

medical imbalanced datasets. For future work, the number of 

clusters in the majority class will be determined using the entropy 

of the majority class. 
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