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Abstract

Analyzing the financial situation of companies is very important today. Thanks to early analysis, companies can improve their financial
situation and be saved from bankruptcy. Until now, many studies have been carried out on the financial analysis of companies. Data
mining techniques are widely used in many different areas of the financial sector. In this study, data mining classification technique has
been used to determine the financial risk status of companies. The data set has been created by using the balance sheets taken from the
Kamu Aydinlatma Platformu (KAP) between 2013 and 2018 of different companies serving in the manufacturing industry. There are a
total of 1027 records in the data set. On these records, the financial ratios determined for that year for each firm have been calculated
and recorded in the database. The Springate model has been used to determine the financial success of the companies. Springate formula
consists of 4 financial ratios. Springate score value is calculated by multiplying these ratios with certain coefficients. If the calculated
score value is less than 0.862, the firm is considered unsuccessful, else the firm is considered successful. In this context, the Springate
score has been calculated for each record and the companies have been labeled as successful or unsuccessful according to the score
value. In this study, the KNN (K-Nearest Neighbor) algorithm has been used for classification. The KNN algorithm classifies the new
element to be classified by looking at its proximity to its k neighbors. KNN algorithm needs learning data to classify unclassified data.
In this study, cross validation method has been used for determining learning data and the data to be classified. According to the cross
validation method, the data set is divided into n groups. For each group, the selected group creates the data to be classified. All other
groups (n-1 groups) are used as learning data. Then the classification process is applied and the results are stored. After the classification
process is completed for all groups, the statistical summary of the results is checked. In this study, the dataset was divided into 10 groups
and the classification results have been evaluated. When the results have been examined, it has seen that the algorithm has make a
successful classification with a rate of 88.42%. Thus, the financial risk estimation of the companies has made with the classification
technique applied on the determined finance model.
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Belirlenen Finansal Oranlar Uzerinde KNN Simiflandirma
Algoritmasi ile Finansal Risk Tahmini

Oz

Firmalarin finansal durumlarinin analiz edilmesi giiniimiizde olduk¢a 6nem tasimaktadir. Erken yapilan analizler sayesinde firmalar
finans durumlarimi diizeltebilir ve iflas etmekten kurtarilabilir. Bu zamana kadar firmalarin finansal analizi {izerine bir¢ok calisma
yapilmistir. Veri madenciligi teknikleri finans sektoriiniin farkli birgok alaninda yaygin olarak kullanilmaktadir. Bu ¢aligmada firmalarin
finansal risk durumlarinin belirlenmesi i¢in veri madenciligi simiflandirma teknigi kullanilmistir. Veri seti, imalat sanayi sektdriinde
hizmet veren farkli firmalarin 2013 ile 2018 yillar1 arasinda Kamu Aydinlatma Platformu (KAP)’ndan alinan bilango tablolar1
kullanilarak olusturulmustur. Veri setimizde toplam 1027 kayit bulunmaktadir. Bu kayitlar {izerinde her bir firma i¢in o yila ait
belirlenen finansal oranlar hesaplanarak veri tabanina kaydedilmistir. Firmalarin finansal basarilarimin belirlenmesi igin Springate
modeli kullanilmistir. Springate modeli firmalarin gelecekteki iflasin erken tahminlenmesi i¢in kullanilan bir modeldir. Springate
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formiilii 4 finansal orandan olusur. Bu oranlar belli katsayilar ile ¢arpilarak Springate skor degeri hesaplanir. Hesaplanan skor degeri
0.862°den kiigiik ise firma basarisiz biiyiik ise firma basarili olarak kabul edilir. Bu kapsamda her bir kayit i¢in Springate skoru
hesaplanmis ve skor degerine gore firmalar basarili veya basarisiz olarak etiketlenmistir. Bu ¢aligmada siniflandirma iglemi icin KNN
(K-En Yakin Komsu) algoritmasi kullanilmigtir. KNN algoritmasi, siniflandirilacak yeni elemani belirlenen k tane komsusuyla
arasindaki yakinliga bakarak siniflandirir. KNN algoritmasi siniflandirilmamis verileri siniflandirmak i¢in 6grenim verisine ihtiyag
duyar. Calismada 6grenim ve siniflandirilacak verilerin belirlenmesi igin ¢apraz sorgulama yontemi kullanilmistir. Capraz sorgulama
yontemine gore veri seti n adet gruba ayrilir. Her bir grup i¢in, se¢ilen grup siniflandirilacak veriyi olusturur. Diger tiim gruplar (n-1
grup) Ogrenim verisi olarak kullanilir. Daha sonra siniflandirma islemi uygulanarak ve sonuglar saklanir. Biitiin gruplar icin
smiflandirma iglemleri bittikten sonra sonuglarin istatistiksel 6zetine bakilir. Bu ¢aligmada veri kiimesi 10 gruba ayrilarak siniflandirma
sonuglari degerlendirilmistir. Sonuglar incelendiginde algoritmanin %88.42 oranla basarili siniflandirma yaptigi goriilmiistiir. Béylece

firmalarin finansal risk tahmini, belirlenen finans modeli {izerinde uygulanan siniflandirma teknigi ile yapilmastir.

Anahtar Kelimeler: Veri Madenciligi, KNN Sinfiflandirma Algoritmasi, Finansal Risk Analizi, Finansal Matematik.

1. Introduction

Financial distress is the inability of a firm to meet its debts.
This distress leads to the company being close to bankruptcy,
going into liquidation and even confiscating the company.
Therefore estimating financial distress is crucial to the success of
businesses [1]. Early detection of financial distress can minimize
the effects of financial distress on the business. Additionally, they
can reduce the company’s risk of depreciation for investors and
Lenders [2].

There has been a lot of research on financial distress so far.
Beaver studied the estimation of financial failure using the
discriminant analysis method [3]. Another approach to the
prediction of financial failure is Altman's study which used the
multiple discriminant analysis method [4]. There are many
different approach studies such as the logistic regression used by
Ohlson and the artificial neural network models used by Aktas
[5,6].

Data mining is one of the common techniques used in
financial analysis of businesses. It will be possible to obtain useful
information about the financial failure of companies when data
mining techniques are applied to financial ratios of companies [7].
In this study, classification algorithm, a data mining technique, are
applied to the determined financial ratios. The Springate model
was used to determine the financial status of the companies. Then,
the results have been analyzed by applying the KNN algorithm on
the unlabeled data.

2. Material and Method

In this study the balance sheet tables taken from Kamu
Aydinlatma Platformu (KAP) of different companies operating in
the manufactiuring industry sector between 2013 and 2018 have
been used as dataset. A total data consists of 1027 records. The
Springate score of each record has been calculated to determine
the financial status of the companies. Also determined financial
ratios of each record has been calculated. Then these data has been
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merged. The KNN classification algorithm has been run with
cross validation. Then the results have been analyzed.

2.1. Springate Model

Gordon L.V. Spingate developed the model uses the
multivariate discriminative analysis. There are four basic rations
in the Springate formula. According to the S value calculated in
the formula, it is interpreted that the firms are successfull or
unsuccessful.

S Score = (1.31X1) + (3.07X2) + (0.66X3) + (0.4X4)
X 1= Net Working Capital/Total Assets

X2= Profit before Interest and Tax/Total Assets

X3= Profit before Tax/Short Term Debts

X4= Net Sales/Total Assets

According to calculated S value, If S < 0.862 it is predicted
that the company will go bankrupt [8].

2.2. Financial Ratios Used

It is appropriate to use financial ratios in the analysis of a
firm’s financial position [9]. In this study, a total of 10 ratios that
affect the financial status of companies have been used. The
rations are shown in Table 1.

X1 measures the efficiency of the business in its activities.
X2 shows that the company’s debt load related to current profit.
X3 gives the share of the net working capital required to continue
the acitivites of the companies in the assets. X4 measures the
liquidity of companies more precisely [12]. X5 shows the current
financial strength of the company [12]. X6 shows the borrowing
capacity of the company. The value of X7 is an indicator of how
many times a year the firm consumes its stocks in production
activities or converts it into sales revenue [13]. X8 shows how
efficiently the capital invested in the business is used. X9 shows
how many times the company sells its assets [14]. X10 allows us
to make judgments about the company's investment and financing
policies [13].
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Table 1. Financial Ratios

Variable Calculation

X1 Earnings Before Interest and Tax / Net Sales
X2 Total Debt / Earnings Before Interest and Tax
X3 Net Working Capital / Total Assets

X4 (Current Assets — Stok) / Short-Term Liabilities
X5 Current Assets / Short-Term Liabilities
X6 Total Debt / Equity Capital

X7 Cost of Sales / Average Inventory

X8 Net Profit / Equity Capital

X9 Net Sales / Total Assets
X10 Net Profit / Net Sales

2.3. KNN (K Nearest Neighborhood) Classification
Algorithm

The purpose of classification is to determine which class the
data belong to by looking at the similarities [10]. KNN is
nonparametric controlled learning algorithm [11]. It is a widely
used classification algorithm in data mining. KNN algorithm
classifies the new element to be classified by looking at its
proximity to its k neighbors. Euclidean, Manhattan and
Minkowski distance functions commonly used for distance
calculation. KNN alorithm steps are as follows:

1. Load the training data
2. Determine the value of k
3. For each record in training data
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Figure 1 shows the steps of the KNN algorithm. In step 0,
there are the green-painted points of Class A, the points of Class
B painted in orange, the points of Class C painted in green, and
the unclassified grey point. In step 1, the distance of the gray point
to all other points is calculated. In step 2, the k nearest neighbors
to the grey point are listed. For k equals 4, the class with the most
members in step 3 is A, which is green. Then the grey point is
labeled class A.
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Figure 1. KNN Steps
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3. Results and Discussion

In this study, classification, which is a data mining technique,
has been used in the financial situation analysis of companies
operating manufacturing industry. Using the balance sheets of 179
companies, the financial ratios of each company used in the study
have been calculated. The Springate score of each firm whose

financial ratios have been calculated and their financial status has
been labeled. Cross validation has been applied to group the
dataset. The reason for using cross validation is to reach the most
objective and accurate result possible by evaluating the results
obtained for different partitionings. The dataset has been divided
into 10 groups and the KNN algorithm has been run for each
group. The results are as follows:

Table 2. KNN Result

accuracy: 88.42% true Fail true Well

Fail 404 64

Well 55 504
88.02% 88.73%

As seen in Table 2, there are a total of 459 companies whose
financial situation is fail. 404 of these records have been classified
correctly and 55 of them have been incorrectly classified,
resulting in an accuracy rate of 88.02%. For 568 companies with
good financial status, 504 records have been classified correctly
and 64 records incorrectly, an accuracy rate of 88.73% has been
obtained. According to general table, 88.42% accuracy has been
obtained. Classification accuracy ratio has been used for
classification performance measurement.

All operations has been performed using RapidMiner
program.

4. Conclusions and Recommendations

In this study, the financial risk estimation of the companies
has been made using the classification method. KNN algorithm
has been chosen for classification. Looking at the results, it is
observed that the algorithm works with 88.42% success.

One of the factors affecting the success rate of the algorithm
is the training dataset. In this study, the training dataset has been
created by taking an equal number of random from both groups.

The results of this study showed that the classification
technique can be applied in the financial situation analysis of
companies and successful results will be obtained. In addition, it
is clear that the improvements to be made on the model or
algorithm will increase the classification success.
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