Avrupa Bilim ve Teknoloji Dergisi European Journal of Science and Technology
Ozel Say: 26, S. 415-420, Temmuz 2021 Special Issue 26, pp. 415-420, July 2021
© Telif hakki EJOSAT a aittir » A Copyright © 2021 EJOSAT

Arastirma Makalesi www.ejosat.com ISSN:2148-2683 Research Article

A Minimum Spanning Tree based Clustering Algorithm for Cloud
based Large Scale Sensor Networks

Zuleyha Akusta Dagdeviren

1* Ege University, International Computer Institute, Izmir, Turkey (ORCID: 0000-0001-9365-326X), zuleyhaakusta@gmail.com

(3rd International Congress on Human-Computer Interaction, Optimization and Robotic Applications June 11-13, 2021)
(DOI: 10.31590/ejosat.960421)

ATIF/REFERENCE: Akusta Dagdeviren, Z. (2021). A Minimum Spanning Tree based Clustering Algorithm for Cloud based Large
Scale Sensor Networks. European Journal of Science and Technology, (26), 415-420.

Abstract

Wireless sensor networks (WSNs) can be composed of huge numbers of nodes collecting data from the environment. WSNs are
crucial communication layer technologies of Internet of Things. The obtained data by the WSNs can grow exponentially, hence
utilizing big data analysis techniques and cloud computing technologies are of utmost importance. WSNs can be used in various
applications such as habitat monitoring, military surveillance, smart agriculture, miner safety and healthcare applications. Sensor
nodes are generally battery-powered, so conserving the residual energy of nodes is very important to prolong the lifetime of the
applications. WSNs do not own a fixed infrastructure, hence messages of the applications transmitted in an ad hoc manner to the sink
node. Since the transmission range of sensor nodes are limited, multi-hop communication is used. Clustering is a very important
method for supporting multi-hop routing in WSNs. Data aggregation, time synchronization and load balancing are some of the well-
known operations that benefit from clustering. Selecting efficient communication paths and distribution of nodes evenly to partitions
in clustering operation lead to boost the network lifetime. In this paper, we propose a minimum spanning tree based clustering and
backbone formation algorithm (MICUB) for WSNs. The proposed algorithm inputs node coordinates, transmission range, sensing
area dimensions and partition numbers and outputs clustering and backbone information. MICUB algorithm first forms a minimum
spanning tree backbone and divides the networking area into equal partitions where each partition is a cluster. In this manner, efficient
links are selected for backbone formation and the clusters are constructed evenly. The intra-cluster links are constructed by again
executing a minimum spanning tree algorithm inside the clusters. We measure the coefficient of variations of the proposed MICUB
algorithm and its counterparts to obtain the clustering quality. These results show us that our proposed algorithm performs very well
against node counts and degrees.
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Bulut Tabanh Biiyiik Ol¢ekli Sensor Aglar icin En Kiiciik Kapsayan
Agac Tabanh Kiimeleme Algoritmasi

Oz

Kablosuz sensor aglart (KSA'lar1), ortamdan veri toplayan ¢ok sayida diigiimden olusabilir. KSA'lar, Nesnelerin Interneti'nin
onemli iletisim katmani teknolojilerindendir. KSA'lar tarafindan elde edilen veriler katlanarak biiytiyebilir, bu sebepten biiytlik veri
analiz teknikleri ve bulut bilisim teknolojilerini kullanmak son derece 6nemlidir. KSA'lar, habitat izleme, askeri gdzetim, akilli tarim,
madenci giivenligi ve saglik uygulamalar1 gibi ¢esitli uygulamalarda kullanilabilir. Sensoér diigiimleri genellikle pilden gii¢ alir, bu
nedenle diigimlerin var olan enerjisini korumak, uygulamalarin dmriinii uzatmak i¢in ¢ok 6nemlidir. KSA'lar sabit bir altyapiya sahip
degildir, bu nedenle uygulama mesajlar1 tasarsiz bir sekilde ¢ikis (sink) diigiimiine iletilir. Algilayici diigiimlerin iletim araligi sinirh
oldugu i¢in ¢ok ziplamali (multi-hop) iletisim kullanilir. Kiimeleme, KSA'larda ¢ok ziplamali yonlendirmeyi desteklemek igin ¢ok
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onemli bir yontemdir. Veri toplama, zaman senkronizasyonu ve yiik dengeleme, kiimelemeden yararlanan iyi bilinen iglemlerden
bazilaridir. Kiimeleme igleminde verimli iletisim yollarinin segilmesi ve diigiimlerin boliimlere esit olarak dagitilmasi, ag dmriiniin
artmasina neden olur. Bu makalede, KSA'lar i¢in en kii¢iik kapsayan aga¢ tabanli kiimeleme ve omurga olusturma algoritmasi
(MICUB) o6neriyoruz. Onerilen MICUB algoritmasi, diigiim koordinatlarini, iletim araligini, algilama alam1 boyutlarini ve bdliim
numaralarmni girer, kilmeleme ve omurga bilgilerini ¢ikarir. MICUB algoritmasi ilk olarak en kiigiik kapsayan aga¢ omurgasini
olusturur ve ag alanini her boliimiin bir kiime oldugu esit parcalara bdler. Bu sekilde, omurga olusumu i¢in verimli baglantilar secilir
ve kiimeler dengeli bir sekilde olusturulur. Kiime i¢i baglantilar, yine kiimeler iginde bir en kiiclik kapsayan aga¢ algoritmasi
yiriitillerek olusturulur. Kiimeleme kalitesini elde etmek i¢in dnerilen MICUB algoritmasinin ve benzerlerinin varyasyon katsayisini
Ol¢iilmektedir. Bu sonuglar, &nerilen algoritmamizin diigiim sayilarina ve derecelerine karsi ¢ok iyi performans gdsterdigini
gostermektedir.

Anahtar Kelimeler Kablosuz Sensor Aglar, Kiimeleme, En Kiiciik Kapsayan Agac, Nesnelerin Interneti, Bulut Bilisim, Biiyiik Veri.

tree, but since nodes H and F are not included, the tree is not
1. Introduction spanning. An example spanning tree is given in Fig 1.c whereas
the total weight of selected links is not minimum. Finally, an
Wireless sensor networks (WSNs) are large scale networks
and crucial technologies for Internet of Things (1oT) in terms of
gathering big data from the environment (Harb et al., 2017)
(Kim et al., 2019). Thanks to evolving cloud computing and
WSN technologies, huge amount of loT data can be stored and
processed to obtain business intelligence. In WSNs, generally,
ordinary nodes are battery powered, so energy conservation is of
paramount importance. Since WSNs do not own a
communication infrastructure, the messages are transmitted in an
ad hoc way. A sink node is associated for the data collector and
gateway roles. Hence, the collected data from the ordinary nodes
is relayed to the cloud through the sink node. Generally, the
transmission range of ordinary sensor nodes are bounded, so
engineering a multi-hop routing protocol is a mandatory method
for relaying the sensed data to the sink node for most of the
WSN setups.

Clustering is a fundamental method to provide multi-hop
routing operation in WSNSs. Clustering provides an infrastructure
for data aggregation, load balancing, security operations, time
synchronization, etc. (Wang et al., 2018) (Palaniswami et al.,
2020) (Tripathi et al., 2021). By selecting efficient
communication paths for data transmission, clustering aims to
prolong the WSN lifetime. Besides, one important objective of
clustering is to decrease the number of delivered messages
needed by the upper layers (Liu et al., 2020) (Vaiyapuri et al.,
2021). Moreover, considering hardware/software problems,
environmental effects and security attacks, periodic clustering in
WSNs provides fault tolerance. Nodes are categorized as cluster
members and cluster heads in this method where cluster heads
and cluster members can be considered as servers and clients,
respectively.

Graphs are significant structures for modelling WSNs and
spanning tree based clustering is a fundamental graph-theoretic
technique in WSNs. An undirected graph can be represented
with G(V, E) where V and E are set of vertices (nodes) and
edges (links), respectively. A graph Gs(Vs, Es) is a spanning
subgraph of G(V, E) if Vs = V. A spanning tree (ST) of a graph is
an undirected connected acyclic spanning subgraph. Intuitively,
a minimum spanning tree (MST) for a graph is a subgraph that
has the minimum edge weight for maintaining connectivity [30].
In Fig. 1, various graph-theoretic structures are given where
node ids (given as letters) are written near to each node, physical
communication links are depicted with dashed lines and selected
links are drawn with the solid lines. Weights of edges are given

near to each edges. Green labeled nodes are ordinary sensor Figure 1. a) Non-Tree Example b) Non-Spanning Tree Example

nodes and the red labeled nodes are the sinks. In Fig. 1a, ¢) Non-Minimum Spanning Tree Example d) Minimum Spanning
selected edges do not constitute a tree since a cycle exits Tree Example

between nodes B, C and D. The chosen edges in Fig 1.b form a
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Figure 1. The Network Model

example minimum spanning tree structure is given in Fig. 1.d
where the total weight of minimum spanning tree is 37. Various
distributed algorithms are proposed to construct minimum
spanning tree for computer networks (Gallagher et al., 1983),
(Awerbuch, 1987), (Lien,1988), (Ahuja and Zhu, 1989),
(Banerjee and Khuller, 2000), (Dai and Wu, 2004), (Dagdeviren
and Erciyes, 2006), (Nanuvala, 2006). Although these distributed
algorithms construct spanning tree backbone, they may lack
balanced clusters.

In this paper, we propose a minimum spanning tree based
clustering and backbone formation algorithm (MICUB) for large
scale sensor networks. Our algorithm takes node coordinates,
transmission range, partition numbers and sensing area
dimensions as inputs and produce clustering and backbone
information. The algorithm first constructs an MST for backbone
formation, then divides the sensing area into equal partitions.
Each partition corresponds a cluster, thus if the nodes are
uniformly and randomly distributed then the expected sizes of
the clusters are equal. The intra-cluster connections of the
clusters are constructed again by executing an MST algorithm
inside each cluster. We provide the simulations of the algorithms
and show that the proposed algorithm outperforms its
competitors.

2. Material and Method
2.1. Network Model

Fig. 2 displays our network model in general. As
aforementioned, green labeled nodes are ordinary nodes, red
labeled node is the sink node and the blue labeled nodes are the
cluster head nodes. In our network model, sensor nodes know
their positions either by using a GPS receiver or by executing a
localization approach. Weights given in Fig. 2 are distances
between nodes. These distances can be calculated from the
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positions are adjacent nodes. If nodes are mobile, the positions
of the nodes should be updated according to the mobility levels
of nodes. The position data of the nodes is transferred to the
cloud system through the sink node. Since WSNs can be very
large scale, this position data is stored and processed by a big
data analyzer residing in the cloud system. End users are
connected to the cloud system to retrieve meaningful data.

2.2. Proposed Algorithm

We propose an algorithm for MST construction between
cluster heads rooted at the sink, as well as formation of clusters
with evenly distributed nodes. The steps of our MICUB
algorithm is shown in Alg. 1. Firstly, a weighted graph is
constructed from the positions of the nodes. Then an MST
backbone of all nodes is constructed by calling a central MST
algorithm, namely MST_Alg. Following that, the area is divided
into X x Y grids, in which X and Y are predefined by the user.
Each grid is a cluster, thus X x Y gives the total number of
clusters. If the nodes are uniformly distributed across the sensing
area, the number of expected nodes in each cluster is N/ (X x Y)
where N is the total number of nodes. After dividing into grids
for cluster formation, nodes are connected through a MST for
intra-cluster communication. The cluster head is the node with
the maximum number of neighbors. We use Kruskal’s algorithm
(Kruskal, 1956) as MST_Alg() for construction of the MST.

Example clustering operations of MICUB are given in Fig.
2 and 3. Inter-cluster and intra-cluster MST links are same for
both figures. There are 4 clusters where X=2 and Y=2 in Fig. 2.
Nodes K, E and D are cluster heads of clusters 1, 3 and 4,
respectively. Sink node is the cluster head of cluster 2. Clusters
1, 2 and 4 consist of 4 nodes whereas cluster 3 includes 5 nodes.
The network in Fig. 3 is partitioned into 6 clusters, nodes K, C,
G, E and L are the cluster head of the clusters 1, 2, 4, 5 and 6.
The sink node is the cluster head of cluster 2 same with the
previous figure. Each cluster has 3 nodes in this partitioning
scheme.

417



e-ISSN: 2148-2683

Avrupa Bilim ve Teknoloji Dergisi

Algorithm 1. MICUB Algorithm

1: input: coordinates of nodes, partition numbers (X, Y),
transmission range and sensing area dimensions.
2: construct weighted graph Gw=(V, E) from nodes’ coordinates.
3: Tw = MST_AIg(Gw)

4: divide Gy into X X Y grids.
5: for each grid G; do

6:
7

call Ti= MST_Alg(Gi)

chi is the cluster head of Ti. The node with the greatest
degree in T; is the cluster head. If there are more than one
candidate, choose the node with the maximum energy.

8:
9: end for
10: output: Ty is the backbone, T s are the intra-cluster trees.

orient the nodes of T; to ch;.

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Figure 2. An Example WSN Clustered with MICUB (Cluster Count=4)

Cluster 1

Cluster 2

Cluster 3

Cluster 4

M

Cluster 5

Cluster 6

Figure 3. An Example WSN Clustered with MICUB (Cluster Count=6
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Figure 4. CV Values of MICUB against Node Count and Degree
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Figure 5. CV Values of MICUB against Cluster Count
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Figure 6. CV Values of MICUB and FST against Node Count

3. Results and Discussion

We simulate the proposed MICUB approach by varying
node counts (from 100 to 400 nodes) and average degrees (from
4 to 6). We implement a flooding based distributed spanning tree
algorithm (FST) to compare with the proposed algorithm. The
sink node starts the FST algorithm by sending a probe message
to its neighbors. When a node i receives a probe message in the
first time, i sets its parent as the source of the probe message and
it sends probe message to its neighbors. The cluster sizes of this
algorithm can be adjusted by a depth parameter where depth is
used to control the maximum cluster depth.

e-ISSN: 2148-2683

For ST algorithms, we use coefficient of variation (CV) to
measure the clustering balance. The coefficient of variation is
computed as standard deviation / mean. If CV < 1 then the
distribution is considered low variance, else it is high variance.
The clusters are more balanced for lower variance values. The
balance of the clusters produced by MICUB is stable against the
varying degrees as shown in Fig. 4. When the number of clusters
of MICUB is increased, the CV values are increased as shown in
Fig. 5. This means that MICUB divides the area more efficiently
when the number of clusters is small. The comparison of the CV
values of the clusters produced by MICUB and FST is shown in
Fig. 6. MICUB produces more balanced clusters than FST and
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CV values of MICUB increases with a smaller slope than FST as
the number of nodes increases.

4. Conclusions and Recommendations

The size of the network and data collected by WSNs may
rise exponentially. Thus, utilizing cloud computing and big data
analysis techniques is of utmost importance to tackle with the
emerging problems in loT. Clustering and backbone formation
are crucial operations to maintain an energy-efficient multi-hop
communication structure for WSNs and to increase the
efficiency of other services such as load balancing, time
synchronization and load balancing. In this paper, we propose
the MICUB algorithm that is based on minimum spanning tree
construction, for WSNSs.

The proposed algorithm MICUB inputs transmission range,
node positions, sensing area dimensions and partition numbers
and produce cluster and backbone information for the sensor
nodes. The algorithm first constructs a minimum spanning tree
backbone for inter-cluster communication. Then, the algorithm
partitions the network into clusters, assigns a cluster head for
each cluster and executes the minimum spanning tree algorithm
to construct intra-cluster links. The coefficient of variation
values of the proposed algorithm with its counterparts are
measured to gain clustering quality. From the simulation results,
we find out that MICUB outperforms its competitors against
node counts and degrees.
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